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ABSTRACT 
 
Using Monte-Carlo methods, we have investigated the signal-to-noise ratio obtainable for different fluorescence 
lifetime imaging methods. Quantum noise limited performance and mono-exponential decays were assumed. We have 
also investigated the importance of parameter choice and implementation for the different methods. In addition, our 
simulations were in many cases compared with analytical theoretical investigations. The results from the simulations 
proved to be in good agreement with the theoretical results. It was found that all the investigated lifetime imaging 
methods have the potential to produce a high signal-to-noise ratio, but careful attention must be paid to implementation 
method and parameter choice in order to get optimal results.  
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1. INTRODUCTION 
 
In recent years fluorescence lifetime imaging has found widespread use in the biomedical field. Its many uses include 
qualitative and quantitative imaging of ion concentrations such as Ca2+ and pH1-3. In many cases lifetime imaging is 
used in combination with light microscopy, both confocal and widefield4-21. Several methods can be used for measuring 
fluorescence lifetime (denoted by τ in this text). One possibility is to record the time decay function of the fluorescence 
intensity after excitation with a short pulse of light14. Instead of recording the entire decay function, the integrated light 
intensity in two or more time windows can be recorded and analyzed (time-gating)22. A third possibility is to illuminate 
the fluorescent sample with intensity-modulated (usually sinusoidal) light instead of using pulse excitation. In this case 
it is possible to obtain the fluorescence lifetime by measuring the phase-shift or demodulation of the fluorescent light1. 
 
An important aspect of fluorescence imaging is the signal-to-noise ratio (SNR). This is especially true in microscopy, 
where the total number of photons recorded per pixel is often very low (on the order of 100-1000). As a result, photon 
quantum noise limits the quality of the recorded information. An obvious remedy would be to collect more photons, but 
this often results in severe photobleaching, excessive recording times, and blurred images due to specimen movement. It 
is therefore important that the signals are recorded and processed in an efficient way, so that losses in SNR can be kept 
to a minimum. 
 
Photon quantum noise is described by Poisson statistics. In an ideal photon-counting situation with an expectation value 

of N , the standard deviation (= RMS noise) for repeated measurements would be N . Thus, the SNR = N
N

N = . 

This is the ultimate SNR we can ever expect in a measurement employing photons. In fluorescence lifetime imaging, as 
well as in some other types of imaging, several measurements are combined to produce a result. This process tends to 
reduce the SNR, and the amount of reduction is a measure of the performance of the method. In analogy with Draaijer 

et al.11, we will use a figure of merit, F, which is defined as the SNR in an ideal intensity measurement (i.e. N ) 
divided by the SNR for the method under study. This means that high F-values represent poor performance, and the 
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closer to unity we get the better the performance will be. It should be noted that in order to compensate for a loss of a 
factor of two in F, it is necessary to collect four times as many photons. 
 
The subject of SNR in lifetime imaging has been investigated in previous publications11, 20-23. These investigations 
include some implementations of the above-mentioned lifetime imaging techniques. However, many interesting 
possibilities were not investigated, and the optimum implementations were not always studied. Also, clear guidelines 
for parameter choice are needed. We therefore undertook the present study, employing Monte-Carlo simulation 
techniques, in order to quantify the SNR for different lifetime imaging techniques. In addition, we wanted to obtain 
guidelines for parameter choice. In some cases we also compared different implementations of the same technique. The 
simulated results were compared with analytical theoretical results, in cases where such results were available. Only 
photon quantum noise was considered, although in reality also other types of noise are present (electronic noise, 
multiplication noise in photomultipliers etc.). These types of noise are present in all imaging techniques, but often 
constitute a minor part of the total noise. For simplicity, we have also limited our investigations to mono-exponential 
decays. 
 
It has been shown in previous investigations that techniques exist that can theoretically give F-values very close to 
unity, i.e. near-perfect utilization of the recorded photons. This does not mean that other and less well-performing 
methods are uninteresting. In reality one often has to make compromises, taking into account factors such as recording 
speed, cost and practical implementation when deciding on a suitable method. Such issues will not be discussed in 
detail here. We will mainly consider the performance potential and optimum parameter choice (where applicable) for 
different techniques, given an equal number of detected photons. 
 
 

2. MONTE-CARLO SIMULATIONS 
 
Curves of the fluorescence emission as a function of time were used in the simulations. An example of such a curve, for 
the case of Dirac pulse excitation, is given in Fig. 1. Each period of the fluorescence emission curve was divided into a 
large number of short intervals ∆t. For each ∆t, we used a pseudo random number to determine if a fluorescence photon 
shall be generated. The probability for this to occur is proportional to ∆t times the intensity of the fluorescence emission 
curve. The size of ∆t was chosen so small that the probability of a fluorescence photon being generated in ∆t was less 
than .01. In this way, we kept the probability of two photons occurring in ∆t below .0001. The simulated train of 
fluorescence photons was then processed in different ways depending on the lifetime imaging method studied. When 
simulating timegating, the number of photons in each of two consecutive time windows was used for the estimation. In 
phase fluorometry, the pulse train was multiplied by signals representing the local oscillators in lock-in amplifiers, or 
the amplification in an image intensifier tube. The resulting signals were then low-pass filtered and used for estimating 
τ. For each case studied, this process was repeated 500-1000 times and the standard deviation calculated.  
 
Simulations were carried out for two light levels, corresponding to averages of 240 and 2400 recorded photons per 
pixel. These values are representative of the situation in, say, confocal microscopy when the fluorescence brightness is 
normal and excellent. In the figures, only simulations corresponding to N = 2400 are presented.  Simulations and 
theoretical predictions for the case N = 240 were very similar, except in some extreme cases with SNR < 3. Such low 
SNR values are not so interesting, because the image quality will then be extremely poor. Therefore, we feel that the 
figures presented are good representations of the F-numbers that will be obtained under widely different light 
conditions, excluding only extremely poor ones. 
 
 

3. SNR FOR DIFFERENT LIFETIME IMAGING TECHNIQUES 
 
In this section we will compare the SNR performance for the three techniques for measuring lifetime that were 
mentioned in the introduction. These techniques are 1) Recording of the time decay function of the fluorescence 
intensity after excitation with a short pulse of light, 2) Measurement of the integrated light intensity in two or more time 
windows after pulse excitation (timegating), 3) Illumination with modulated light and measurement of the phase-shift of 
the fluorescent light (phase fluorometry). 



 
 
3.1 Recording of the time-decay function 
Fluorescence light decay after pulse excitation can be recorded using, for example, time-correlated single photon 
counting (TCSPC)24. We did not include this technique in our study, because its SNR performance has already been 
investigated by another group23. It was found that F-values arbitrarily close to unity could be reached, provided that an 
appropriate number of recording channels were used, and that these channels were spread over a suitable time window. 
For example, a system with 100 channels can produce F-values below 1.1 for a wide range of different lifetimes. When 
fewer channels are used, the range of lifetimes that produce good (i.e. low) F-values will be smaller. If the number of 
channels is less than 8, F-values below 1.1 can no longer be obtained.  
 
3.2 Timegating 
Also timegating performance has been reported in previous publications by other groups11, 22. Ref. 22 includes an 
analytical theoretical investigation of the performance, valid for low noise levels. In our simulations of timegating, we 
found that these analytical results are a good approximation down to SNR levels below 10. In order to obtain optimum 
SNR the gate width should be 2.5τ, resulting in an F-value of 1.5, Fig. 2. Even better performance has recently been 
reported when using more than two gating windows21, albeit at the price of increased complexity. This improvement is 
to be expected, since for a sufficiently large number of gating windows the difference between TCSPC and timegating 
disappears. 
 
3.3 Phase fluorometry 
Investigation of phase fluorometry performance will form the major part of this text (we did not include demodulation 
measurements in this study). Lifetime imaging according to this method is quite common, and can be implemented by 
using modulated excitation light and an HF-modulated image intensifier1. By collecting three different images, two with 
different phase angles for the modulation and one with the modulation off, a lifetime image can be calculated. It has 
been reported elsewhere that the best F-value for this method when using sine-modulated light is approximately 6 
(optimum parameters were not given)11. We have simulated this case, and the result is seen in Fig. 3. In our simulations 
we found that an optimum F-value of 10 was obtained at a modulation frequency of 0.1/τ. At present we do not have an 
explanation for the discrepancy between the results of our investigation and the one previously reported. It has also been 
reported that by using a train of Dirac pulses, rather than sine-modulation of the light, an F-value of approximately 1.5 
can be obtained11. Also in this case our simulations gave a different result. We obtained an optimum F-value of 4.3 at a 
modulation frequency of 0.1/τ, Fig. 4. In the simulations we assumed that 2400 photons per pixel were recorded for 
each of the three images recorded. One could argue that 2400/3 photons per pixel and image should be used, which 
would result in even higher F-values. 
 
There are other methods for collecting and processing the data when using phase fluorometry. By using lock-in 
detection technique, rather than a modulated image intensifier tube, it is possible to simultaneously record two images 
with different phase settings20. Furthermore, there is no need to record an image with the modulation turned off. We 
have previously presented an analytical theory for this case, yielding an F-value of 3.7 for sine-modulated light when 
using optimum parameter settings25. In the present study we have performed Monte-Carlo simulation of this method, 
and the results were in good agreement with the analytical theory, Fig. 5. Although still quite a bit short of the ideal 
value of unity, these results represent an improvement in performance compared with using an image intensifier. Our 
investigations also show that by using Dirac pulse modulation of the light, F-values arbitrarily close to unity can be 
obtained with lock-in detection, Fig. 6. For pulse-repetition frequencies < 0.1/τ the F-value will be less than 1.2. 
 
Trains of (approximately) Dirac pulses are expensive to produce, and it is interesting to investigate the use of other 
waveforms in phase fluorometry. We have therefore studied square-wave modulation with different duty cycles in 
combination with lock-in detection. Compared with sine-wave modulation, square-waves can produce significantly 
better results. In Fig. 7, the F-value as a function of modulation frequency is illustrated for different duty cycles. In 
analogy with the sine-modulated case, the F-value has a minimum at a certain modulation frequency (but the minimum 
is rather wide, and therefore the choice of frequency is not critical). From Fig. 7 we can also see that this minimum will 
occur at slightly different frequencies for different duty cycles. For a duty cycle of 0.5, the optimum F-value, 2.9, is 
obtained at a frequency of 0.11/τ, whereas a duty cycle of 0.1 will give an optimum F–value of 1.2 in a rather wide 
frequency region around 0.07/τ. Lower duty cycles will produce even better results. This behavior is to be expected, 



because when the duty-cycle approaches zero the pulses will approach Dirac pulses. In Fig. 8 the F-value as a function 
of duty cycle is illustrated for a modulation frequency of 0.1/τ. This is not exactly the optimal frequency for all duty 
cycles, but we nevertheless get a general impression of the variation o f F-value with duty cycle. 
 
Although quite nice results can be obtained with square-wave light modulation, one can still argue that the steps in a 
square-wave pulse represent very high frequencies. This calls for fast (and expensive) modulators in combination with a 
CW laser, or a pulsed laser with a totally unrealistic pulse shape. We therefore investigated what happens if the pulses 
have a more rounded shape. The excitation used in this case consisted of square-waves with duty cycle 0.2, convolved 
with a kernel consisting of one period of a cos2 function with a width of 1/16th of the period for the square-wave. This 
produced quite smooth, somewhat “Gaussian-like,” pulses with a FWHM of 0.2, Fig. 9. The F-value as a function of 
pulse repetition frequency is shown in Fig. 10 for pulses of this type. Compared with using square-wave excitation with 
a duty cycle of 0.2, the F-values are nearly the same. At optimum frequency, the F-value is 1.55, i.e. only 7% worse 
than for square pulses. This suggests that the pulse shape is not critical.  
 
A possibility that we have also studied is to use sinusoidal excitation in combination with non-sinusoidal modulation of 
the local oscillators in the lock-in amplifiers. This has previously been investigated for intensity measurements26. 
Simulations of lifetime imaging for this case showed that a square-wave local oscillator signal with 50% duty cycle 
produced higher (i.e. worse) F-values than when using sine-waves. At the optimum modulation frequency, an F-value 
of 4.1 was obtained when using square-waves. The corresponding value for sinusoidal local oscillator was 3.7. Duty 
cycles other than 0.5 were also tried, but this resulted in even worse performance. There are, of course, many other 
possibilities to explore concerning local oscillator signals, but the results so far are not encouraging. 
 
When phase fluorometry is used, two images with different phase angle settings must be recorded. In most cases we 
have studied (the only exception being lock-in detection with square-wave local oscillator) both theory and simulations 
show that the choice of these phase angles does not influence the F-value. In a practical imaging situation, however, it is 
recommended to select phase angles that produce sufficiently large and non-negative pixel values in order to simplify 
digital storage and processing. 
 
An important thing to keep in mind is that all results refer to ideal situations where the excitation light consists of 
infinitely short (Dirac) pulses, or 100% modulated sine- or square-waves. This is not the case in reality, of course, and 
therefore the SNR is expected to be lower. Just to give an example of the importance of these things, we illustrate how 
the F-value depends on the degree of modulation for sine-modulated excitation in phase fluorometry, Fig. 11. 
 
In Table 1 we summarize the findings in this and previous studies concerning the SNR performance for different 
lifetime imaging methods. It should be noted that small F-values mean good performance. 
 

Table 1. 
 

Lifetime imaging method Performance 
(F-value) 

Parameter choice 

Time-correlated single photon counting < 1.1 Ref. 23 
Timegating:   

2 windows of equal width 1.5 Window width 2.5τ 
8 windows of unequal width 1.2 Ref. 21 

Phase fluorometry:   
Image intensifier: sine-wave excitation 10 Exc. modulation freq. = 0.1/τ 
Image intensifier: Dirac pulse train exc. 4.3 Exc. modulation freq. = 0.1/τ 
Lock-in: sine-wave local osc./sine-wave exc.   3.7 Exc. modulation freq. = 0.1/τ 
Lock-in: sine-wave local osc./square-wave exc. 1.2 Exc. mod. freq. = 0.1/τ, duty cycle = 0.1 
Lock-in: sine-wave local osc./Dirac pulse train exc. < 1.1 Exc. modulation freq. < 0.1/τ 
Lock-in: square-wave local osc./sine-wave exc. 4.1 Exc. modulation freq. = 0.1/τ 

 
 



 
4. DISCUSSION 

 
Extremely short laser pulses tend to be expensive, and the same is true for fast light modulators and electronics. It is 
therefore an advantage if the requirements in this respect can be relaxed. It is a common misconception that, for 
example, in phase fluorometry, the modulation frequency must be of the same order of magnitude as 1/τ. As seen from 
the results above, this is not true. A good frequency choice is 0.1/τ. This means that we can relax the requirements 
considerably concerning the bandwidth requirements. A typical fluorophore lifetime of, say, 3 ns, gives an optimum 
modulation frequency of approximately 30 MHz. Building modulators and electronics for this frequency region is 
considerably easier than for 300 MHz, so we are fortunate in this respect. When using square-wave (or more rounded 
pulse-shape) excitation in phase fluorometry, we have seen that a duty-cycle of 0.1 produces near ideal results. With a 
fluorophore lifetime of 3 ns, and a pulse repetition frequency of 0.1/τ, this requires a pulse width of approximately 3 ns. 
Thus, there is no need for extremely short pulses in the femto- or picosecond range. 
 
In biological preparations, the fluorescence lifetime will, in general, be different in different parts of the specimen (this 
is the information we want to record!). Consequently parameters such as the window width in timegating, or the 
modulation frequency in phase fluorometry, cannot be optimized for all the lifetimes found in different specimen parts 
simultaneously. Therefore, the F-value should not increase too quickly as we move away from the optimum parameter 
setting. As we can see from the figures, this is not a great problem. Variations in τ by a factor of two or more generally 
produce only minor variations in F-value. 
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Fig. 2. Figure of merit, F, as a function of window width, T, 
for timegating (two windows of equal width). Low F-values 
represent high signal-to-noise ratios. The best F-value 
theoretically possible is unity. 

Fig. 3. F as a function of modulation frequency for phase 
fluorometry, using an image intensifier and sinusoidal 
excitation. 

Fig. 4. F as a function of pulse repetition frequency for 
phase fluorometry using an image intensifier and Dirac 
pulse train excitation. 
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Fig. 1. Fluorescence light intensity as a function of time 
when using Dirac pulse excitation. Curves like this one 
were used in the simulations for calculating the probability 
for fluorophore photon emission. 
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Fig. 5. F as a function of modulation frequency for 
phase fluorometry with lock-in detection. Sinusoidal 
excitation. 

Fig. 6. F as a function of pulse repetition frequency for 
phase fluorometry with lock-in detection. Dirac pulse train
excitation. 

Fig. 8. F as a function of duty cycle for phase fluorometry 
with lock-in detection. Square-wave pulse excitation with 
frequency 0.1/τ, and duty cycles ranging from 0.1 to 0.5. 

Fig. 7. F as a function of modulation frequency for phase 
fluorometry with lock-in detection. Theoretical curves are  
shown for square-wave pulse excitation with duty cycles 0 
(= Dirac pulses), 0.1, 0.2, and 0.5. Results from simulations
were very close to the theoretical values. 
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Fig. 11. F as a function of modulation depth for phase 
fluorometry with lock-in detection. Sinusoidal 
excitation with frequency = 0.13/τ. 
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Fig. 10. F as a function of pulse repetition frequency for 
phase fluorometry with lock-in detection. Smooth, 
Gaussian-like pulses (see Fig. 9) were used for excitation.

Phase fluorometry, pulse excitation, lock-in 
detection 

0

1

2

3

4

5

0 0,05 0,1 0,15 0,2 0,25 0,3

Pulse rep. freq. (in units of 1/ττττ )

F
-v

al
u

e

Simulation

Ideal

Phase fluorometry, "smooth" excitation 
pulses  

0

100

200

300

400

0 100 200 300 400 500 600 700

Time (360 = one period)

E
xc

it
at

io
n

 in
te

n
si

ty
 (a

rb
it

ra
ry

 u
n

it
s)

Fig. 9. “Smooth” excitation pulses with a FWHM of 0.2 of 
one period were simulated to investigate performance when
using a non-square-wave pulse train (see text for details) 


