
Acoustofluidics 12: Biocompatibility and cell
viability in microfluidic acoustic resonators
Martin Wiklund*

Received 24th February 2012, Accepted 4th April 2012
DOI: 10.1039/c2lc40201g

Manipulation of biological cells by

acoustic radiation forces is often

motivated by its improved

biocompatibility relative to alternative

available methods. On the other hand,

it is well known that acoustic exposure

is capable of causing damage to tissue

or cells, primarily due to heating or

cavitation effects. Therefore, it is

important to define safety guidelines

for the design and operation of the

utilized devices. This tutorial discusses

the biocompatibility of devices

designed for acoustic manipulation of

mammalian cells, and different

methods for quantifying the cell

viability in such devices.

I Introduction

Devices for acoustic manipulation of

particles and cells typically utilize the

acoustic radiation force1 acting on sus-

pended objects. This force is stronger if

the acoustic field is of standing-wave type

and of high frequency (.MHz), and is

thus in the ultrasound regime. When

handling biological cells it is important

to know if the acoustic field is capable of

causing any stress or damage to them.

Generally, acoustic energy is of mechan-

ical nature in the form of vibrations and

pressure fluctuations, i.e. it consists of

kinetic and potential energy. Therefore

the acoustic field may cause ‘‘shaking’’

and ‘‘squeezing’’ effects on the cells. In a

plane-propagating wave, the shaking and

squeezing effects are equally large any-

where in the wave. In a standing wave,

however, there is a phase difference

between the maximum vibration and

maximum pressure leading to a spatial

separation between the velocity anti-

nodes and the pressure antinodes, respec-

tively. For that reason, it is important to

consider not only the energies or pres-

sure/velocity amplitudes, but also the

types of acoustic fields (e.g. standing or

propagating waves) and the position of

cells in that field, when investigating the
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impact on cell viability. Furthermore, the

time constant of the fluctuations, i.e.

the frequency, is important; typically

cavitation is more likely to occur in

the low ultrasound frequency regime

(,1 MHz), while absorption leading to

heating increases with frequency.

Many past studies of the bioeffects of

ultrasound (i.e. any observable biological

effect that is likely caused by ultrasound)

are related to ultrasonography, or ultra-

sonic (medical) imaging. This is of

interest since the acoustic energies and

frequencies employed in ultrasonic ima-

ging are comparable in magnitude to the

ones used in acoustic manipulation of

cells in micro-devices. Ultrasonic ima-

ging has been used for about half

century2 and is the most widely used

diagnostic imaging tool in clinics around

the world. The general conclusion is that

no epidemiological evidence exists of any

adverse effects in humans caused by

routine use of diagnostic ultrasound.3,4,5

However, as pointed out by Barnett

et al.,5 any past safety record should

not be mistaken for a guarantee that

harm can never occur. This general

advice is also applicable when using

micro-devices for the ultrasonic manip-

ulation of cells. It is important, however,

to note that there might be different

bioeffects in the human body compared

to an in vitro cell culture in a micro-

device when using similar acoustic field

parameters, and these effects might vary

between different cell types. Therefore, a

general guideline is that the cell viability

is difficult to model and predict; it needs

to be experimentally investigated for

each device and for each cell type used.

Several ultrasound applications exist

where an adverse effect on cells or tissue

is intended. For example, shock-wave

lithotripsy and high-intensity focused

ultrasound (HIFU) are ultrasonic meth-

ods used for, e.g., destroying kidney

stones, gall stones and similar. This

therapeutic ultrasound technology, some-

times called ultrasound surgery, has also

been used for creating localized haemos-

tasis to prevent internal bleeding as well as

tissue necrosis for cancer therapy without

damaging nearby tissue.6 The mechan-

isms involved are complicated but typi-

cally involve heating combined with

bubble activity (cavitation) at acoustic

intensities in the range 103–104 W cm22.

Furthermore, a common laboratory

method is to lyse cells in suspension by

‘‘sonication’’ in an acoustic field in the

low-frequency ultrasound regime, typi-

cally at 30–50 kHz. This method is well

known among cell biologists, but should

not be mistaken for ultrasound activity in

general since the lysing effect is based on

cavitation, which is more likely to occur at

lower ultrasound frequencies.

In this focus, the physical mechanisms

of ultrasound capable of causing various

bioeffects on cells are discussed. The

scope of the paper is primarily limited

to devices for ultrasonic standing wave

manipulation of mammalian cells.

Micro-scaled devices are highlighted,

but the paper also discusses macro-scaled

devices since many important and rele-

vant studies were performed in larger

systems. The physical mechanisms of

interest can be divided into thermal and

non-thermal effects. Here, cavitation is

the most important non-thermal effect,

but other non-thermal effects, such as

acoustic radiation forces and acoustic

streaming, are also discussed. Further-

more, different observed bioeffects on

cells are discussed as well as different

available methods to quantify the impact

of ultrasound on cell viability.

II Physical mechanisms of
ultrasound causing a bioeffect

This section discusses the origin of differ-

ent physical mechanisms of ultrasound

affecting cells and tissue, and provides a

few design criteria important for control-

ling or improving the biocompatibility of

an ultrasonic manipulation device.

A Thermal effects

When ultrasound is absorbed by a mate-

rial the mechanical energy is primarily

converted into heat. However, the high-Q

resonators used for ultrasonic manipula-

tion of particles and cells are typically

made of low-loss materials such as silicon,

glass, steel and a water-based suspension.

Therefore the absorption of ultrasound is

very small, in particular for frequencies in

the range y1–10 MHz. On the other

hand, temperature elevation remains a

problem in ultrasonic manipulation

devices. There are two reasons for this:

(1) Heat is generated from electromecha-

nical losses in the piezoelectric layer in the

transducer and (2) heat losses in the thin

glue layers in between the different

supporting solid layers in the resonator.

The localized heat generated primarily in

the transducer and glue layers may then

be conducted to the fluid and cells in the

channel/chamber of the resonator causing

a thermal bioeffect. Care should also be

taken if polymers are used as supporting

layers. However, it is not commonly used

in ultrasonic particle manipulation

devices due to its high heat losses.

When discussing the bioeffects of

ultrasound, it is important to distinguish

between local and global effects, as well

as between short and long-term effects.

Let us first briefly consider what happens

when the temperature is elevated in the

human body (i.e. globally). Regardless of

what caused the heating (whether it is

fever or hyperthermia), a temperature

increase of only a few degrees activates a

signaling pathway, eventually resulting in

a transient expression of heat shock

proteins (HSPs). HSPs are important

for retaining the functions of other

proteins in the cell, e.g. by assisting

temperature-sensitive processes such as

transport and folding of proteins.7 Here,

the time scale is important; mechanisms

involving HSPs have a time constant of

several minutes,8 while ultrasound-

induced heating often has a time constant

of seconds. This means that the body

cannot defend itself against such rapid

temperature increase. As a guideline for

humans, an elevated and retained full-

body temperature in the range 40.5–

41.5 uC is dangerous, and above

41.5 uC potentially fatal. For local

hyperthermia, the threshold temperature

for irreversible damage in several tissue

types was found to be about 43 uC, for

skin 47 uC with erythema and pain, 55 uC
during 40 s caused blistering and 60 uC
during 60 s caused necrosis.5 A general

model predicting the bioeffect of ultra-

sound at different temperatures was

developed by Sapareto and Dewey.9

In vitro cell lines generally have a wider

range of tolerable temperatures com-

pared to whole organisms. For example,

cryopreservation is a widely used techni-

que for cell storage at very low tempera-

tures. Furthermore, a lethal temperature

for a whole organism may be tolerable

for an individual cell.5 However, the heat

shock response takes place on the

molecular level and is therefore also

This journal is � The Royal Society of Chemistry 2012 Lab Chip, 2012, 12, 2018–2028 | 2019
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applicable to individual cells. The reason

for the relatively moderate temperature

increase needed to trigger a heat shock

response (a few degrees) is the high

dependence of protein stability on the

temperature. Protein conformation – cri-

tical for the function of the protein – is

optimized within a very limited tempera-

ture interval. Therefore, a small change in

temperature may lead to conformational

changes, protein misfolding, entanglement

and/or unspecific aggregation of proteins.

These effects may cause a variety of

different cellular responses, of which the

most apparent is cell cycle arrest and a

stagnation of the growth rate.7 Other

reported effects are cytoskeletal defects

due to actin filament reorganization and

misplacement or fragmentation of orga-

nelles.10 Thus, although the cell may be

technically viable (e.g. having an intact cell

membrane) its functions and internal

structure may be severely affected by a

moderate increased temperature.

Temperature effects and recommenda-

tions for human cells are summarized

schematically in Fig. 1. A rough guide-

line for most mammalian cells is that cell

growth is optimal at 37 uC but often

tolerable between 33–39 uC. If the

temperature exceeds y43 uC cell death

is most likely, and above 45 uC proteins

become denatured. Between y39–43 uC,

the bioeffect is highly diverse and depen-

dant on a variety of factors, including

cell type, heating rate, and time of

retained and elevated temperature. In

addition to the production of heat shock

proteins, typical effects in this tempera-

ture interval include increased metabolic

activity and cell cycling rates. On the

other hand, at sub-physiological tem-

peratures (y33–37 uC), the cellular

response is also diverse depending on

cell type and system. Al-Fageeh et al.11

reviewed the ‘‘cold shock’’ response in

cultured mammalian cells, which typi-

cally leads to a modulation of the cell

cycle, metabolism, transcription transla-

tion and the cell cytoskeleton. He

pointed out that the bioeffects at sub-

physiological temperatures does not

necessarily have to be inhibitive or

detrimental. For example, reports exist

where the production of recombinant

proteins is increased at lower tempera-

tures.11 However, for most mammalian

cell lines the proliferation ceases

although the viability is prolonged at

lower temperatures.11,12 This eventually

results in slow cell death if the tempera-

ture is kept below approx. 33 uC for

prolonged times. On the other hand,

since the metabolic rate typically

decreases with decreasing temperature,

cells are more sensitive to changes in

nutrient and oxygen supply at 37 uC than

at lower temperatures.

In summary, what is the recommended

temperature when using ultrasound as a

manipulation tool for mammalian cells?

Naturally, it is to keep the system at the

physiological temperature 37 uC with a

tolerance of about ¡1 uC. This will

reduce the risk of ultrasound-generated

heat variations interfering with any

measured cellular process of interest.

The recommended tolerance of ¡1 uC
is also in line with the safety definition

used for ultrasonic medical imaging. In

medical imaging, the thermal index (TI)

is used as an international standard, and

is defined as the power produced by the

transducer divided by the power needed

to raise the temperature 1 uC. Thus, TI =

1 means that there is a risk of heating the

examined tissue by approximately 1 uC.

Fig. 1 Overview of the temperature dependence of different observed bioeffects in humans and for mammalian cells.

2020 | Lab Chip, 2012, 12, 2018–2028 This journal is � The Royal Society of Chemistry 2012
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If TI . 1, the operator should carefully

consider the benefits of the examination

relative to the risks. Concerning resona-

tors for ultrasonic particle manipulation,

there is an additional advantage of

controlling the temperature. A stable

temperature will also improve the reso-

nance stability by keeping the tempera-

ture-dependent acoustic wavelength

constant. Thus, both the ultrasonic

manipulation performance as well as

the cellular environment benefit from a

controlled and constant temperature.

A few different strategies have been

reported for temperature regulation in

ultrasonic standing-wave manipulation

devices. One method is to cool the system

by a water loop,13 a fan14 or a Peltier

element15 close to the piezoelectric layer,

see Fig. 2. A water loop is suitable as a

heat sink for large-scale devices, while a

Peltier element is better for miniaturized

devices. Furthermore, a Peltier element is

the most sophisticated method since it

can be used for either cooling or heating

depending on the ultrasonic power

needed. Another method is based on

utilizing the heat generated by the ultra-

sonic device, typically in the transducer,

in an active temperature-regulation

scheme.16,17 For example, provided that

the ultrasound-generated heat does not

lead to an increase of more than 10–

15 uC, the temperature will not exceed

37 uC if the device is operated at room

temperature. For smaller temperature

increases, the ultrasound-generated heat

can be combined with an external heating

system such as a heatable chip holder or

a hood with controlled air environment.

In this way the total temperature increase

can be tuned so that the final tempera-

ture is kept at 37 uC. The latter method

can, of course, only be used if the

temperature increase due to ultrasound

is moderate and will not lead to a total

temperature exceeding 37 uC, otherwise a

Peltier element should be used. The

monitoring of the temperature can be

performed using a thermocouple probe

attached to a suitable location on the

chip, for example (see Fig. 2), or by

measuring the temperature-dependent

fluorescence intensity from Rhodamine

B.18 The latter method has the advantage

of monitoring the temperature directly at

the location of cells, but the method is

not as accurate as a thermocouple probe.

In a fully temperature-controlled and CO2-

controlled micro-device, Vanherberghen

et al. showed that human immune cells (B

cells) were kept viable for up to 3 days of

continuous ultrasonic exposure at relevant

pressure amplitudes needed for trapping

and retaining cells in well-defined clusters

in a multi-well microplate.17 This study is

of interest since it confirms the high

biocompatibility reported in commercially

available macro-scaled ultrasonic manipu-

lation devices, e.g. the SonoSepTM and

BioSepTM systems by Applikon Biote-

chnology (Schiedam, The Netherlands).19

B Cavitation-based effects

Apart from thermally induced bioeffects,

the other important effect to consider is

cavitation-based effects. Cavitation is a

physical phenomenon that can be

induced by different means, of which

ultrasound is one.20 It can be defined as

the formation and/or activity of gas/

vapour filled cavities, i.e. bubbles, in a

fluid medium. Such bubbles are effi-

ciently formed and driven by low-fre-

quency ultrasound, typically in the 20–

200 kHz range. For example, a commer-

cial ultrasonic cleaner used for cleaning,

degassing, cell lysis etc. operates at

around 30–40 kHz. However, many

reports show clear cavitation effects for

frequencies as little as approximately one

or a few MHz.5 Thus, there is no

guarantee that cavitation will not occur

even in the standard frequency range

used for ultrasonic manipulation devices,

i.e. 1–10 MHz. The stimulated bubble

activity is classified as (1) stable cavita-

tion and (2) inertial or transient cavita-

tion. The first class, stable cavitation, is

defined as the continuous oscillation of

bubbles over a large number of cycles

driven by the pressure fluctuations of the

applied acoustic field. This type of

cavitation typically produces highly loca-

lized acoustic streaming which may cause

shear stresses on a nearby cell. The

bioeffects are usually minimal but the

presence of vibrating bubbles often com-

pletely destroys attempt to aggregate

cells in a standing wave. The other class,

inertial cavitation, is defined as a tran-

sient type of cavitation where the bubble

oscillates heavily over a single or a few

cycles, eventually leading to a violent

collapse/implosion. The collapse is asso-

ciated with localized high pressures and

temperatures and high-velocity liquid

jets. Typical scales of the parameters

involved are .1000 uC temperature

formed during 1 ms in a region of size

Fig. 2 The temperature-controlled acoustophoretic chip by Augustsson et al.15 based on a Peltier element. The chip, piezo transducer (PZT),

aluminum bar and Peltier element were sandwiched and glued together on a microscope stage. A Pt100 thermoresistive element was glued onto the

PZT for feedback to the temperature control loop. The figure is reproduced from Ref. 15 with permission from The Royal Society of Chemistry.

This journal is � The Royal Society of Chemistry 2012 Lab Chip, 2012, 12, 2018–2028 | 2021
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y10 mm leading to internal pressures of

10–100 MPa (100–1000 atmospheres).

Naturally, this is not a good environment

for cells. The motion of the bubble

surface is most often asymmetric, in

particular for bubbles close to a rigid

boundary, which may lead to directed

liquid jets towards the surface. As a

rough measure, bubbles that grow to

more than twice their initial size within

one or two cycles undergo inertial

cavitation; otherwise stable cavitation is

more likely.

The threshold for obtaining cavitation is

very important for cell viability considera-

tions. This threshold is dependent on both

frequency and amplitude of the acoustic

wave. However, even more important for

the threshold is the presence of potential

cavitation nuclei in the fluid in the form of

dissolved or undissolved gasses and help-

ing solid surfaces. This is similar to the

process of heating water to the boiling

point in a pan or pouring beer into a glass;

bubbles are typically formed in the irregu-

larities/crevices on the inside surface of the

pan or glass. Thus, a general guideline to

reduce the risk of bubbles in microfluidics

is to use smooth, clean surfaces and

degassed fluids (and non-permeable chip

and tubing materials). If no helping surface

or dissolved gasses are present, bubble

creation and growth starting in the sub-

micrometer domain is difficult. The reason

for this is the high tension associated with

the curved surface of a very small bubble; a

tension of 100 MPa (1000 atmospheres)

corresponds to the spontaneous creation of

a bubble of radius 1.4 nm at room

temperature in water.21

On the other hand, this theoretical

calculation does not reflect reality since

such pure fluids are difficult to produce.

Still, it is important to reduce the amount

of potential cavitation nuclei in the sample,

e.g. by degassing the medium buffer

with an ultrasonic cleaner before adding

the cells. Apfel and Holland theoretically

investigated the threshold acoustic pres-

sure amplitude for obtaining inertial cavi-

tation as a function of the size of pre-

existing gaseous nuclei in water and other

fluids for different ultrasonic frequencies.22

Such pre-existing nuclei are typically

microscopic pockets of undissolved gasses

and/or vapour, which can easily be stabi-

lized in the fluid on solid helping surfaces.

Their results are shown in Fig. 3. As

predicted by theory, the threshold pressure

is high for nuclei-free or nm-sized nuclei

fluid media. In such media, cavitation

would practically never occur. On the

other hand, if gaseous nuclei with sizes in

the 100 nm–1 mm range are present in the

fluid, the threshold pressure is within

realistic levels often employed in acousto-

fluidic applications. This pressure level is

typically 0.1–1 MPa (corresponding to 1–

10 atmospheres). We also note that for

these pressures it makes a significant

difference if the device is operated close

to 1 or 10 MHz. From a cavitation

perspective, 10 MHz is safer as near this

frequency there is both a higher level of

minimum threshold pressure as well as a

steeper curve for larger nuclei sizes, com-

pared to at y1 MHz. The latter means

that for a pressure exceeding the minimum

threshold, a wider range of nuclei sizes will

cavitate at 1 MHz than at 10 MHz.

In analogy to the thermal index (TI)

used to estimate the risk of sample

heating in ultrasound imaging, an inter-

national standard exists for estimating

the risk of sample cavitation. This index

is called mechanical index (MI) and is

defined as the ratio of the (negative) peak

pressure of the acoustic wave (in MPa)

and the square root of the acoustic

frequency (f, in MHz), i.e.,

MI~Pneg:peak=
ffiffiffi

f
p

. A general guideline is

to avoid MI . 1, which, if we compare with

the predicted threshold pressure in Fig. 3,

assumes a relatively nuclei-free sample (no

bubbles larger than 100 nm present).

Furthermore, from the MI definition, we

expect the risk of cavitation as 3 f 20.5.

This is a good approximation for most

relevant biological fluids and soft tissue. A

more detailed theoretical study was per-

formed by Apfel and Holland22 who

predicted the cavitation risk as 3f 20.60

for blood and 3f 20.48 for water, see the

lower panel in Fig. 3.

If cavitation occurs in a cell suspen-

sion, severe physical and biological

damage may occur. For stable cavitation,

the most likely effect is cell membrane

rupture, caused by shear stresses from

microstreaming.23,24 The effects of iner-

tial cavitation can be more violent,

including extreme temperatures, stresses

and liquid jets, leading to direct cell

destruction and death. Because of the

high temperatures associated with iner-

tial cavitation it is often difficult to

distinguish pure cavitation effects from

thermal effects. Despite this, a number of

biological consequences of cavitation have

been reported, e.g. necrosis25 and strand

breaks in DNA.26 The reason for the latter

is the high local energies associated with

inertial cavitation, comparable in magni-

tude with ionizing radiation. A related

field is called sonochemistry, where iner-

tial cavitation is used for enhancing

chemical reactions, e.g. by the production

of free radicals which may catalyze reac-

tions.27 On the other hand, there also exist

reports on beneficial bioeffects of cavita-

tion. From stable cavitation, controlled

microstreaming can lead to enhanced fluid

stirring possibly beneficial for the trans-

port of nutrients or enhanced blood

perfusion.23 Another field is the use of

drug-loaded microbubbles for targeted

imaging and therapeutics.28 Furthermore,

a cavitation-based technique for con-

trolled and reversible membrane rupture

is called sonoporation.29 This is a techni-

que where pulsed-mode cavitating micro-

bubbles added to a cell sample temporarily

create cell membrane pores, which

increases the transmembrane permeabil-

ity, followed by membrane recovery/

repair.30 Sonoporation has been suggested

as an attractive method for drug delivery

and cellular uptake of, for example, large

molecules that otherwise cannot penetrate

the cell membrane.31 However, the

method should be used with caution;

although sonoporated cells normally

recover and remain viable,32 a recent study

shows that sonoporation can lead to an

arrest in the cell cycle and/or apoptosis,

possibly due to a disturbance of the

intracellular calcium ion concentration.33

In another study, Carugo et al. demon-

strated a microfluidic device for micro-

bubble-free sonoporation.34 The device

was operated at resonance y2 MHz and

voltages between 0 and 40 Vpp, and was

suggested to provide a simpler and more

gentle methodology for drug delivery and

uptake.

C Effects of acoustic radiation forces

Steady-state radiation forces are central

for this tutorial topic since they are the

basis for any acoustophoretic action on

particles and cells. In standing-wave fields

where the size of the cell is much smaller

than the acoustic wavelength, the direct

effect is clumping/aggregation of cells in

bands at half wavelength intervals. This

phenomenon is covered in more detail in

other parts of this tutorial series.

2022 | Lab Chip, 2012, 12, 2018–2028 This journal is � The Royal Society of Chemistry 2012
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In the early 1970s, Dyson et al.

observed the reversible arrest of red

blood cells in vivo in blood vessels of a

living chick embryonic tissue due to

ultrasonic standing wave exposure.35

Actually, this work can be considered

to be the first demonstration of acoustic

trapping in a microfluidic system,

approximately three decades before the

technology was implemented in lab-on-a-

chip devices. Bioeffects of in vivo red cell

arrest is blood stasis, which may cause

similar effects as for thrombosis.36 The

authors noticed a strong dependence of

the blood cell arrest on the blood vessel

orientation relative the orientation of the

utilized ultrasonic resonator, and sug-

gested that for imaging applications,

potential stasis could be minimized by

continuously moving the ultrasonic

probe during an examination. They also

observed occasionally that some blood

vessel endothelial cells were damaged in

the plasma membranes on the luminal

surface, resulting in cell debris and

membrane fragments leaking out into

the vessel cavity. Red cells were observed

to sometimes adhere to these damaged

spots in the endothelial membrane and

could lead to sites of irreversible stasis

and thrombus formation. However, it

should be noted that the latter finding

was rare and had unknown causes, most

probably not a direct effect of the

radiation force but rather due to cavita-

tion. Another study that has received

some attention shows a correlation

between ultrasonic exposure and the

dislocation of neurons in the developing

brain of fetal mice.37 These authors

showed that upon .30 min of ultrasound

exposure at clinically relevant levels,

some cortical neurons failed to reach

their correct final position in the super-

ficial gray matter of the brain when

migrating from their site of development

deeper inside the brain. The authors

argued that it was unlikely that heating

Fig. 3 Prediction of cavitation threshold levels. Upper panel: calculation of the cavitation threshold in water as a function of the size of pre-

existing inertial cavitation nuclei (modeled as air bubbles in room temperature) for three different driving frequencies. Popt is the lowest threshold

for the optimal bubble size, and P’ marks the bubble size bandwidth for a given pressure . Popt. Lower panel: The calculated minimum threshold

pressure, Popt, for the optimal bubble size in the upper panel is plotted as a function of frequency (f) for two different fluids: blood and water. Least

squares fits are made to the theoretical data, indicating that the threshold pressure is 3 f20.60 for blood and 3 f20.48 for water. The figure is

reconstructed from Apfel and Holland22 with permission from Elsevier.

This journal is � The Royal Society of Chemistry 2012 Lab Chip, 2012, 12, 2018–2028 | 2023
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or cavitation was involved; instead they

suggested that acoustic radiation forces

or microstreaming could be the reason

for the disturbed neuron migration.

However, it should be mentioned that

the conclusions from this study are not

applicable to humans due to their larger

brain mass and brain developing times

compared to mice.

D Effects of acoustic streaming

Since it is well-known that shear stresses

from a fluid flow can cause membrane

rupture and cell lysis,38 it is not surprising

that acoustic streaming could be a poten-

tial source of cell damage. Hughes and

Nyborg verified this already in the 1960s

in a work where bacteria, protozoa and

erythrocytes were damaged by acoustic

microstreaming from an 85 kHz vibrating

tip.39 However, the bioeffect of streaming

depends largely on the magnitude of flow

velocity; moderate steaming may cause

beneficial stirring and fluid exchange

effects23 or lead to mechanically activated

cell signal pathways.40 Good examples of

the benefits of fluid exchange are micro-

fluidic perfusion cultures, where con-

trolled delivery and removal of soluble

factors are used for defining microenvir-

onments at the level of single cells.41

Generally, streaming-based effects have

a much lower pressure threshold than the

other effects discussed in this section;

typical shear stresses causing a bioeffect

are in the low kPa range or even lower.5,38

E Effects not caused by ultrasound

When handling cells in a micro-scaled

device, other effects than ultrasound may

be of interest for the biocompatibility.

Most important is the choice of material

facing the microchannel/microchamber,

particularly if cells are in contact with

this material. Many of the standard

materials used in microfabrication tech-

nology have been successfully implemen-

ted in micro-scaled cell culture systems.

Examples include polydimethylsiloxane

(PDMS), silicon, glass and polymethyl-

methacrylate (PMMA), or combinations

of such materials.41 Since glass is a

reliable material in standard bulk cell

cultures it is straightforward to use for

microscaled devices. However, in micro-

fluidic perfusion cultures PDMS is the

most popular material. One reason for

this is its gas permeability, a property not

valid for silicon or glass. On the other

hand, PDMS is a lossy and weakly

reflecting material and is therefore not

suitable in an acoustic resonator unless

used only as a passive spacer.17,42

Additional challenges with PDMS are

its high hydrophobicity and permeability

for organic solvents. Thus, glass and

silicon are recommended as the first

choice for biocompatible ultrasonic cell

handling in chips.17 Other material

aspects to consider when handling cells

for extended periods of time include the

use of bio-coated materials for facilitat-

ing cell adhesion (e.g., immobilization of

collagen, laminin and fibronectin onto

the surface),41 and different surface

treatment methods to enhance the bio-

compatibility of, e.g., silicon.43 Finally, it

should be noted that it is important to

establish a similar environment in the

chip as in a standard cell incubator. In

addition to temperature-control around

37 uC (discussed in Sect. II A), a 5% CO2-

level is appropriate for maintaining the

correct pH level of the culture medium.

Here, an open micro-device for acoustic

manipulation of cells has the advantage

of providing a simple method for tem-

perature and CO2 control directly at the

liquid-gas interface.17 In a closed system,

CO2 control can be implemented either

by driving the system in perfusion mode

or using a gas-permeable material such as

PDMS. In a continuous-mode acousto-

phoretic microdevice, surface treatment

and CO2 control are of less importance

since cells are only in the chip environ-

ment for times in the order of a few

seconds. However, material choice and

temperature stability are always impor-

tant since they define the quality and

stability of the acoustic resonance.

III Observed bioeffects on cells in
ultrasonic standing wave
manipulation devices

In an ultrasonic standing wave device,

the bioeffects may be different from the

effects of ultrasound in general. For

example, cells in a water-based medium

move by the acoustic radiation force1 to

the pressure nodes, while small (approx.

a few mm in diameter or less) bubbles - if

present or generated - typically move to

the pressure antinodes at frequencies of a

few MHz and at moderate amplitudes.44

This means that potential cavitation

nuclei are physically separated from the

cells in a standing wave. Furthermore,

since cavitation threshold depends on the

pressure amplitude, it is more likely that

cavitation will occur in the pressure

antinodes than in the pressure nodes.

Thus, the radiation force in an ultrasonic

standing wave actually provides a pro-

tective effect on cells. This implies that

cells may be unaffected even if cavitation

is present given that the field is of

standing-wave type and that the size

range of cavitation effects is less

than the antinode-to-node distance l/4

(approximately 0.4 mm at 1 MHz in

water). Church commented on this pro-

tective effect on cells in standing-wave

fields already in 1982 in a work on

ultrasound-induced cell lysis.45 He

noticed that at moderate intensities

(1 W cm22) and a frequency of 1 MHz,

cell lysis was only efficient if the cell

sample was rotated. Sample rotation led

to a mixing of cells and bubbles that

otherwise would have been separated

into the node and antinodes, respectively,

in the standing wave. However, it is well

known that the motion of a bubble in a

standing-wave field of a given frequency

is dependent on the bubble size; bubbles

smaller than a cut-off size (corresponding

to the resonance frequency of the bubble)

move to the pressure antinodes while

bubbles larger than this cut-off size move

to the pressure nodes.46 For example, at

1 MHz, bubbles with diameter ,7 mm

move to the pressure antinodes while

bubbles with diameter .7 mm move to

the pressure node where the cells are

trapped. Church predicted that the bub-

bles responsible for cavitation were those

with sizes just below the resonance size,

i.e., with diameter 4–7 mm at 1 MHz

driving frequency. Even if larger bubbles

may be present at the location of cells in

the pressure nodes, they will most likely

produce little or no damage to cells

because (1) the pressure amplitude is

very weak in the pressure node, and (2)

the bubbles do not respond as strongly as

they would if driven below resonance.45

It should, however, be pointed out that

bubble motion in a sound field is very

complex. For example, at sufficiently

high pressure amplitudes, active sub-

resonant-size bubbles can behave like

larger bubbles in a standing-wave field

and accumulate in the pressure nodes,

causing cell damage.47,48,49

2024 | Lab Chip, 2012, 12, 2018–2028 This journal is � The Royal Society of Chemistry 2012
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A comparison of the impact on cellular

viability between propagating fields and

standing-wave fields was performed by

Böhm et al., who studied plant cells

(Petunia hybrida) exposed to different

energy densities, times and wave types of

ultrasound.50 The major finding from this

study is seen in Fig. 4. For the stored

energy density 8.5 J m23, and frequency

around 2 MHz, practically no reduction in

viability was observed for standing-wave

exposure relative to the no-exposure con-

trol, while a dramatic reduction in viability

was found during 20 min of propagating-

wave exposure of the same magnitude. For

standing-wave exposure, a reduction in

viability was found for the stored energy

densities 44 J m23 and 70 J m23 but still at

a lower rate than for a propagating wave at

8.5 J m23 stored energy density.50 The

authors concluded that the locations of

cells in the pressure nodes of a standing-

wave field correspond to positions of zero

or low displacement gradient, where the

latter is associated with mechanical stress.

Thus, according to Böhm, for both dis-

placement and pressure it is the

field gradient and not magnitude that has

a negative impact on the cells. Interestingly,

Böhm also noted that cells in mitosis were

more susceptible to mechanical stress and

showed a lower viability than cells in other

stages of the cell cycle.

Similar studies to Böhm’s50 were per-

formed on yeast cells by Radel et al.51,52

In agreement with Böhm’s findings,

Radel et al. noticed that cells agglomer-

ated in the pressure nodal planes

appeared to be less damaged by ultra-

sound than cells located elsewhere in a

standing wave field or than cells located

in a propagating wave field. However,

although the cell membranes were intact

and the cells were still viable, electron

microscopy51 and fluorescence micro-

scopy52 studies revealed morphological

changes on intracellular structures when

the yeast cells were exposed to ,1 MPa

and y2 MHz standing-wave ultrasound.

For example, the ultrasound seemed to

disrupt the integrity of the vacuole

membrane, but not the nucleus or plasma

membranes. In agreement with Böhm’s

study, Radel et al. also noticed that the

growth rate seemed to be hampered by

ultrasound exposure, but only for cells

that escaped from the pressure nodes.

However, they suggested that this was

due to intracellular damage of elements

responsible for mitosis.51 Furthermore,

the ability to collect the yeast cells in the

pressure nodal planes of the standing

wave was dependent on the suspension

properties: Yeast cells suspended in

water was more strongly retained in the

pressure nodes (and therefore less

damaged) than yeast cells suspended in

a water–ethanol mixture.51 This result is

of interest for systems using buffers that

concentrates cells in the pressure anti-

nodes; such systems may be less biocom-

patible than systems than concentrate

cells in the pressure nodes.

A thorough study of the physical

environment of neural-cell aggregates

trapped by standing-wave ultrasound

was performed by Bazou et al.53 They

concluded that in their device the cavita-

tion threshold pressure amplitude was

approx. 2 MPa, which is more than twice

the pressure amplitude needed in most

ultrasonic particle and cell manipulation

devices. Furthermore, at 0.54 MPa pres-

sure amplitude, an acoustic streaming

velocity of 70 mm s21 was measured,

which corresponds to orders of magni-

tude lower level of hydrodynamic stress

on cells compared to standard centrifu-

gation at y100–1000 g used routinely for

cell culture preparation.

IV Methods for measuring the
impact of ultrasound on cell
viability

The most simple and straightforward

method for quantifying the impact of

ultrasound on cell viability in micro-

scaled devices is to measure the integrity

of the cell membrane by light micro-

scopy. The thin cell membrane is one of

the most fragile parts of the cell and

also the boundary to the extracellular

environment. Many of the physical

mechanisms discussed in Sect II can

rupture the cell membrane and it is

therefore highly relevant to choose a

membrane integrity-based method. The

most commonly used dyes for viability

studies in ultrasonic standing wave

devices are trypan blue54,55,56,57 and

propidium iodide (PI).58,59,60,61 Both

these methods are based on dye exclu-

sion, meaning that the dye is prevented

Fig. 4 Comparison of the cell viability of Petunia hybrida exposed to propagating-wave ultrasound and standing-wave ultrasound of equal stored

energy densities (8.5 J m23, n = 2). The figure is reprinted from Böhm et al.50 with permission from Elsevier.

This journal is � The Royal Society of Chemistry 2012 Lab Chip, 2012, 12, 2018–2028 | 2025
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from passing through the membranes of

living cells. If the membrane is ruptured,

the dye can traverse the plasma mem-

brane and stain the cell. Trypan blue

appears blue when illuminated with

white light, while PI is a red-fluorescent

dye used together with fluorescence

microscopy settings. It should be noted

that trypan blue has been reported to

overestimate the viability, suggesting that

fluorometric assays such as PI are more

reliable.62 An additional advantage with

PI is that its fluorescence increases by a

factor of y30 when bound to nucleic

acid, such as DNA in the nucleus. This

means that there is practically no back-

ground fluorescence from PI outside the

cells yielding a strong signal-to-noise

ratio. On the other hand, PI is toxic for

long incubation times. An alternative to

the PI assay is the ethidium homodimer-1

(EthD-1) assay, which has been used for

measuring the impact of ultrasonic

standing waves on, for example, a liver

cell line.63 The opposite of the exclusion

method is to use a dye that stains living

but not dead cells, e.g. using the green-

fluorescent (or orange-fluorescent) dye

calcein AM.17,42,58 Calcein AM (which

initially is non-fluorescent), penetrates

the membrane of living cells and the

fluorescence is activated by an esterase-

based enzymatic reaction present only in

living cells. Thus, the green (or orange)

fluorescence indicates two properties of a

living cell: (1) That the cell has esterase

activity and (2) that the esterase product

(the fluorescent bi-product of calcein

AM) is retained within the cell, which

means that the cell has an intact mem-

brane. The latter is because the fluores-

cent form of calcein has much lower

membrane permeability than the non-

fluorescent form. When a cell dies, the

fluorescence disappears primarily due to

leakage of fluorescent calcein through

the damaged membrane out from the

cell. A similar method to the calcein AM

assay is the acridine orange assay, which

is based on a dye whose emission

spectrum changes upon interaction with

DNA and RNA in the cell. Evander et al.

used this assay in a perfusion setting to

monitor the viability of acoustically

trapped neural stem cells in a microflui-

dic chip.18 Recently, Augustsson et al.

used the XTT assay to measure the

mitochondrial dehydrogenase activity

present in living cells from different

prostate cancer cell lines with promising

results.64 A selection of different dyes

that has been used for measuring viabi-

lity of cells exposed to ultrasound is

summarized in Table 1.

In fluorescence microscopy it is prac-

tical to use a combination of dyes, e.g.

green-fluorescent calcein AM together

with red-fluorescent PI. This way, all

cells are clearly visible at all time points,

either in green (live cells) or in red (dead

cells), see Fig. 5. However, in this figure

the red dye is not PI but far-red DDAO-

SE. This is not a viability dye, but a

cytoplasm dye which fluoresce indepen-

dently on the viability state. During cell

death the cells often go from green via

yellow (both colors visible) to red, which

may reveal some information about the

‘‘death dynamics’’. It should be noted,

however, that in viability assays based on

PI or calcein AM, the definition of cell

death is given by the assay principle. For

example, in PI assays the definition of

cell death is when PI binds to the nucleus,

while in calcein AM assays the definition

is either when the esterase-activated form

of calcein leaks out through the damaged

cell membrane, or (for already dead cells

before the staining) that it has no esterase

activity and therefore cannot produce the

fluorescent form of calcein.

It is also possible to classify a cell as

live or dead based on cell morphology.

This can be seen in Fig. 5 where the

‘‘blebbing’’ of the cell membrane during

programmed cell death, i.e. apoptosis, is

shown. Here, blebbing means that the

cell shape turns into a more irregular

form with clear bulges or ‘‘blebs’’ in the

membrane (see Fig. 5). These blebs,

typical for early-stage apoptosis, can

later detach from the cell, which finally

breaks up into fragments (late-stage

apoptosis), see Fig. 5. Apoptosis may

be of interest in studies of delayed or

long-term bioeffects of ultrasound on

cells. For example, Bazou et al. studied

the effect of early- and late-stage apop-

tosis of cells exposed to standing-wave

ultrasound for up to 1 h.58 For early-stage

apoptosis, the fluorescence assay Annexin

V-FITC was used, and for late-stage PI

was used. The Annexin V assay is based

on the translocation of the membrane

Table 1 Selected dyes used for measuring viability in ultrasonic cell manipulation devices

Dye: References: Exclusion/inclusion method: Indicator of:

Trypan blue 54,55,56,57 Stains dead cells Damaged plasma membrane
Note: Not fluorescence-based

Propidium iodide (PI) 58,59,60,61 Stains dead cells Damaged plasma membrane
Note: Toxic for long incubation times

Ethidium homodimer-1 (EthD-1) 63 Stains dead cells Damaged plasma membrane
Note: Similar to PI

Calcein AM 17,42,58 Stains living cells Intact plasma membrane Esterase
activity Note: Compatible with long
incubation times

Acridine orange (AO) 18 Stains living cells (color-specific) Cell cycle (emission spectrum
depends on interaction with
DNA and RNA)

XTT assay 64 Stains living cells Mitochondrial dehydrogenase
activity Note: Colorimetric assay

Annexin V-FITC 58 Stains apoptotic cells Apoptosis (translocation of
phosphatidylserine in the cell membrane)

Far-red DDAO-SE 72 Stains the cytoplasm
(of both living and dead cells)

Must be used in combination
with other dyes, e.g. calcein AM
Note: Compatible with very long
incubation times

2026 | Lab Chip, 2012, 12, 2018–2028 This journal is � The Royal Society of Chemistry 2012
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phospholipid phosphatidylserine (PS)

from the inner face of the plasma mem-

brane to the cell surface, a process specific

for early-stage apoptosis.65 Morphology

(blebbing) classification is a simple and

straightforward alternative for measuring

apoptosis, although it is more difficult

to automate than fluorescence-based

methods.

In addition to physical and visual

attributes, such as membrane integrity

and blebbing, viability can be measured

indirectly by different means. In ultrasonic

standing-wave devices, examples include

measuring the release/leakage of naturally

occurring intracellular components, such as

potassium ions, haemoglobin and lactate

dehydrogenase from erythrocytes.66,67,68

Thus, if the membrane is damaged, the

concentration of intracellular components

outside the cells increases.51 This method

could be a better choice than using the

different dyes discussed above since the

dyes are not natural and may negatively

affect the cells, particularly in long-term

studies (.12 h). Another method was

reported by Zhang et al., who measured

protein expression and virus production in

a baculovirus/insect cell expression system

using an ultrasonic standing-wave cell

retention device, compared to production

levels without using ultrasound.69

Similarly, in a standing-wave device of

considerable power used for manipulation

of a hybridoma culture, Chisti reported on

a method where the rates of glucose uptake

and antibody production were used as a

viability measure.70 Furthermore, the pro-

liferation rate of different cell types

exposed to standing-wave ultrasound has

been used as a measure of delayed or

long-term effects of ultrasonic exposure,

both in macro-56,63,71 and micro-scale

systems.18,42,60 One interesting observation

noticed by both Hultström42 and Bazou63

is the importance of cell–cell interaction for

the maintenance of cell viability and

growth rate. This seems to be important

for adherent cells forming tissues such as

kidney42 and liver63 cells. For example, the

growth rate of ultrasonically aggregated

kidney cells was higher than non-aggre-

gated control cells in low-concentration

samples, possibly due to the lack of cell–cell

contact in the control sample not treated

with ultrasound.42

The final work to be mentioned here is

a recent paper by Dykes et al.61 Instead

of just measuring the direct viability,

Dykes et al. also studied the functional

impact of ultrasound on different blood

cells after acoustophoretic separation in

a microfluidic device. The functional

tests included colony-forming ability of

peripheral blood progenitor cells (PBPC)

and activation levels of platelets. They

concluded that the investigated cellular

functions were preserved after the ultra-

sound exposure in their device.

V Conclusions

A general guideline when handling cells

by ultrasound is to follow the same

recommendation as James Bond’s; a cell

prefers to be shaken, not stirred. In a

pressure node where cells are typically

located in ultrasonic manipulation

devices, the velocity of the fluid medium

elements has a maximum while both the

pressure and the pressure gradient have a

minimum. Therefore, the cells are more

shaken than squeezed, and most cavita-

tion bubbles with the potential to cause

shear stresses from fluid stirring or direct

damage to the cells are physically sepa-

rated from the cells. Furthermore, any

temperature increase from ultrasound

can easily be limited and controlled. A

viability-optimized ultrasonic manipula-

tion device can manipulate cells for hours

and days without any apparent negative

impact on cellular state and growth.17

However, few studies exist where cellular

functions under the effect of long-term

ultrasound exposure are investigated.

One such example is a preliminary

(several-hour exposure) study by

Christakou et al., measuring the killing

efficiency of natural killer cells aggre-

gated with target cells using standing-

wave ultrasound in a multi-well micro-

plate.72 In future it should be possible to

use ultrasound either as a minimally

influencing cell handling tool, or for

triggering a cellular response, depending

on the system design, operation and

intended bio-application.
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