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ABSTRACT

This research is an essential preliminary work for building the compact ultrafast solid-state lasers using Semiconductor saturable absorber mirror (SESAM) devices and understanding its behaviour. In this work, I first built a reliable simulation tool to design SESAM devices so that we can tailor SESAM parameters suitable for building specific solid-state lasers. Secondly, I also built a SESAM characterization setup to measure its nonlinear saturation behavior, using the supercontinuum photonic crystal fiber (PCF) as a light source. For a demonstration of the setup, a commercial quantum well SESAM has been characterized, and the result will be presented. I will also discuss about the minimum output power and the stability of the light source required to improve the setup for a reliable parameter extraction.
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Chapter 1

INTRODUCTION

1.1 Background: why do we need ultrafast lasers?
Ultrafast lasers are mode-locked lasers, which generate ultrashort pulses with durations of femtoseconds or picoseconds. The rapid developments in ultrafast laser technology over the past decades have been pushed by significant demands due to its important applications and benefits from its salient features such as ultrashort pulse duration, broad spectrum, and high peak intensity. Ultrashort pulse duration offers a high temporal resolution so that one can follow the dynamics of very fast events such as e.g. chemical reactions, and relaxation process of charge carriers in semiconductors. A broad spectrum enables a high spatial resolution for optical coherence tomography (OCT), which is a technique allowing high quality, 3D images in biological systems. A broadband frequency comb can be used as a ruler in a frequency domain so that one can measure unknown optical frequencies with a high spectral resolution. A high peak intensity is also very useful for an efficient nonlinear frequency conversion, and a ‘non-thermal’ ablation. Furthermore, a compact ultrafast laser can provide a high repetition rate (GHz) which can be used for a high capacity optical communication system.

1.2 Ultrafast lasers and mode-locking methods in history
Although there are several ways to achieve a pulsed laser operation by using the techniques such as Q-switching, cavity-dumping, or gain-switching, ultrafast lasers are almost always produced by a modelocking technique since it can generate much shorter pulses than other techniques. Basically, a modelocking is a technique to fix the phase relationship between the longitudinal modes in the laser cavity so that interference between them generates a train of extremely short pulses.

![Figure 1.1](image_url) In Q-switched modelocking condition, irregular ultrashort pulses are generated, modulating with large Q-switched pulse envelopes.
Only 6 years after the very first laser was demonstrated, the first ultra short pulses were already produced using a passively modelocked Nd:glass laser [1]. The pulse was estimated to be few picoseconds long. But the pulse train was irregular, modulated with large Q-switched pulse envelopes. This phenomena is called Q-switched mode-locking (Fig.1.1).

![Diagram showing improvements in ultrashort pulse generation since 1960.](image)

**Figure 1.2** Improvements in ultrashort pulse generation since the first demonstration of a laser in 1960. The graph is taken from [2].

During the 1970's and 80's, stable ultrafast lasers were produced by passively modelocked dye lasers (Fig. 1.2). Not only was this success due to its broad gain bandwidth to support ultrashort pulses, but also the absence of the Q-switched mode-locking due to the short life time of dyes. Dyes, however, have high toxicity, difficult handling procedures, and more seriously they degrade under power.

Gases (e.g HeNe, CO₂) are not proper gain mediums for building ultrafast lasers in NIR, visible, and UV regions because they typically have narrow gain bandwidth in those spectrum regions. But gases can produce femtosecond pulses in X-ray due to the short life time in the corresponding spectrum area. Solid state gain media (e.g. Ti:sapphire, Yb:YAG) are, on the other hand, good solutions to build ultrafast lasers due to their high damage threshold and the broad spectrum to support ultrashort pulses, although the Q-switched mode-locking can occur more easily in solid-state lasers because they have large energy storage and weak gain saturation due to much longer life time and much smaller emission cross-section.

Kerr lens modelocking (KLM) technique in solid state lasers emerged in 1990 [3], which came as a big surprise in the history of a passive mode-locking because it first appeared as if there was no saturable absorbers required to achieve the modelocking. KLM is a technique for passively mode-locking a laser, in which the gain medium acts as an artificial broadband fast saturable absorber due to nonlinear self-focusing (Kerr lensing effect). KLM Ti:sapphire laser is, in fact, the most popular and successful ultrafast laser these days.

In spite of the huge success of KLM, it still has some limitations. First, it often has a self-starting problem. During the start-up phase of modelocking, a field fluctuation is necessary to cause a strong enough self-focusing effect to mode-lock the laser. There is typically a tradeoff between optimizing laser for self-starting and the
shortest possible pulse length [4], since when the cavity is optimized for self-starting, KLM may saturate too much for ultrashort pulses, and the laser become unstable due to strong self-phase modulation (SPM). Secondly, the cavity design in KLM becomes harder for shorter cavities. As the cavity size becomes shorter, the repetition rate becomes higher and thus the peak power must become lower. Due to the lower peak power, one has to focus the beam harder so that the self-focusing effect becomes strong enough to achieve a mode-locking. Therefore, a cavity design in the KLM becomes more and more difficult as the cavity size becomes shorter and shorter for higher repetition rates. This difficulty is the most serious problem in KLM for building compact ultrafast lasers for high repetition rates. So, there has been a significant demand for alternative solutions for building compact ultrafast solid-state lasers. This is where a SESAM comes into the play.

Semiconductor saturable absorber mirrors (SESAMs, see Chapter 3) enable independent cavity designs and a wide range of tunable absorber parameters, which are in contrast to the limitations in KLM. It was a minor revolution in 1992 that a solid-state laser (Nd:YLF) was passively mode-locked [2, 5] using SESAMs to produce regular pulse trains, i.e. without Q-switched envelopes. Since the Q-switched mode-locking can occur more easily in solid-state lasers with long upper level lifetime, a wide range of tunable absorber parameters is very helpful to satisfy the stability condition against QML (see Chapter 2). This is possible using SESAMs.

1.3 Purpose of this research: why do we choose SESAMs?

First of all, since solid-state lasers are operating with weak gain saturation, the absorber parameters have to be carefully adapted to satisfy the stability condition against Q-switched modelocking (see Chapter 2). Control of the parameters such as modulation depth, saturation fluence, and even the group delay dispersion (GDD) is possible by using SESAMs. Second, the impulse response in semiconductor is intrinsically bi-exponential due to intraband thermalization and interband recombination. The latter is much slower than the former by orders of magnitude. The faster response is important for stabilizing ultrashort pulses, while the slower response is also practically important for self-starting. Third, SESAM enables to use absorber characteristics as independent parameters in mode-locked laser cavity design. Thus SESAMs become more attractive for building compact ultrafast lasers. In KLM, on the other hand, a cavity design becomes more and more difficult as the cavity size becomes shorter because the beam has to be focused harder to increase the self-focusing effect.

Limitations of a SESAMs, however, lie in its damage threshold and the shortest possible pulse length due to a dispersion. The damage threshold of semiconductor material is significantly lower than the solid state gain medium, e.g. Ti:sapphire. Furthermore, the low dispersion band of SESAM is not as broad as that of KLM. Thus, SESAM is not favored in the generation of few-cycle pulses.
This research is an essential preliminary work for building the compact ultrafast solid-state lasers modelocked with a SESAM device. In this work, I first built a reliable simulation tool to design the SESAM devices so that we can tailor the SESAM parameters suitable for building specific solid-state lasers including e.g. fiber lasers. Secondly, I have also built a SESAMs characterization setup to measure the nonlinear saturation behavior with the supercontinuum photonic crystal fiber (PCF) used as a light source.

1.4 Structure of this thesis

Chapter 2, I will start with introducing modelocking techniques, and fully derive the stability condition in detail for a cw mode-locked laser. Focusing on SESAMs in Chapter 3, I will explain their parameters and design criteria in details. Chapter 4 will show the SESAM design capability by simulating the field structures, group-delay dispersion (GDD), and linear reflectivity spectrum, using the transfer-matrix method. Based on the simulation in Chapter 4, the SESAMs saturation behaviour is calculated in Chapter 5 by solving the absorber rate equations. In Chapter 6, the physical phenomenon of a dramatic change of spectrum in photonic crystal fibers (PCF) will be studied. The PCF is experimentally characterized by measuring the output spectrum and the pulse width. In Chapter 7, the SESAM characterization setup I built will be presented, followed by the experimental results showing the nonlinear reflectivity of the SESAM. Lastly, in Chapter 8, I will briefly summarize the thesis with conclusions and propose the future works.
Chapter 2

MODE-LOCKING THEORY
AND STABILITY CONDITION

2.1 Mode-locking theory

When a laser is oscillating with a number of longitudinal modes, the phase of each mode may have a random value. Interference terms of these modes will be canceled out due to their random phases, and the laser will exhibit continuous-wave operation if there is no additional technique applied to generate pulses. If we manage to keep the interference terms by fixing the phases of the modes, one can imagine that we will have an intensity modulation as an interference, which is equivalent to a train of pulses in the time domain via simple Fourier transformation. Simply put, modelocking is the technique to fix phase relationship among the longitudinal modes of the laser cavity so that interference between them generates a train of short pulses.

Mode locking methods can be divided into two classes: active and passive. In active mode locking, some external source is used to drive the mode locking element, while in passive mode locking a saturable absorber is commonly used. The latter can generate much shorter pulses because a response of external sources can hardly be so sharp as that of saturable absorbers in passive mode locking. I will focus on passive mode-locked solid-state lasers, which is of our interest in this thesis.

Even though the basic idea of mode locking is simply an interference, i.e. a sum of the field vectors of a number of different modes, the dynamics of ultrashort pulse is usually much more complicated because it involves e.g. dispersion, self-phase modulation (SPM), and the gain filtering effects. For a stable mode locking, the average dynamics of the pulse is governed by Haus' master equation [6], which is actually a version of Ginzburg Landau equation adapted by Haus as follow:

\[
T_R \frac{\partial}{\partial T} A(T,t) = \left(-iD \frac{\partial^2}{\partial t^2} + i\delta |A|^2 \right) A
+ \left( g(T,t) - l + D_{g,f} \frac{\partial^2}{\partial T^2} - q(T,t) \right) A
\] (2.1)

where \(A(T,t)\) is the field with slowly varying envelope approximation (SVEA), \(T_R\) the cavity round-trip time, \(D\) the intracavity GDD, \(D_{g,f} = g/\Omega_g^2\) the gain dispersion with bandwidth (\(\Omega_g\) at HWHM, \(\delta\) the SPM coefficient, and \(l\) the round-trip losses. \(g\) and \(q\) denote the saturable gain and absorption, respectively. Note that we distinguish \(t\) and \(T\) in such a way that \(t\) is the actual time scale in the lab, and \(T = nT_R\) is a coarse-grained time scale to describe the pulse-to-pulse dynamics in the cavity.

As long as the behaviour of the absorber and the gain medium is based on the population difference like in two-level systems, they can be described by general rate equations:
\[
\frac{dq(T,t)}{dt} = -\frac{q - q_0}{\tau_A} - \frac{P}{E_{sat,A}} q
\]  \hspace{1cm} (2.2)

\[
\frac{dg(T,t)}{dt} = -\frac{g - g_0}{\tau_L} - \frac{P}{E_{sat,L}} g
\]  \hspace{1cm} (2.3)

These equations (2.1), (2.2) and (2.3) can provide a concrete model for the mode-locked lasers.

2.2 Stable continuous-wave modelocking condition

Simplified analytical formulations of cw modelocking condition has been developed in several papers (e.g. [7] [8]). The derivations, however, in those theoretical papers are not fully shown in details, we should not believe them until we see how they have been derived. Thus, I will give the full derivation of the stability condition for continuous-wave (cw) modelocking in solid state lasers.

To see the average dynamics of the pulse in a cavity, we should first know the average saturation behavior of an absorber and the gain in the coarse-grained time scale \( T = n T_R \). I will start with a slow absorber first, and go on to the gain rate equation and the cavity rate equation which are two coupled differential equations. By solving the two coupled rate equations for a relaxation oscillation, one can obtain the stability condition for cw modelocking.

Absorber saturation behavior

For slow absorbers, we may neglect the first term in Eq.(2.2) and integrate,

\[
\int \frac{dq}{q} = -\frac{1}{E_{sat,A}} \int P dt
\]

and then we obtain the saturation behavior:

\[
q(T, t) = q_0 \exp \left[ -\frac{E(t)}{E_{sat,A}} \right] = q_0 \exp \left[ -\frac{E_p(T)}{E_{sat,A}} \int_{-T_R/2}^{T_R/2} f(t') dt' \right] \quad \text{where } \int_{-T_R/2}^{T_R/2} f(t) dt = 1. \hspace{1cm} (2.4)
\]

Thus, the loss in pulse energy due to the absorber per single round trip can be written as:

\[
q_p(T) = \int_{-T_R/2}^{T_R/2} f(t) q(T, t) dt = -\frac{E_{sat,A}}{E_p(T)} \left[ q(T, t) \right]_{-T_R/2}^{T_R/2}
\]

\[
= q_0 \frac{E_{sat,A}}{E_p} \left[ 1 - \exp \left( -\frac{E_p(T)}{E_{sat,A}} \right) \right] \hspace{1cm} (2.5)
\]

Even though the Eq.(2.5) was derived for slow absorbers, it has been reported that final result will stay valid even for the absorbers of which the relaxation time is as short as the pulse duration [7].
Gain rate equation

Regarding the saturation behavior of gain medium, we can readily average Eq.(2.3) over one round trip, because the gain saturation within one pulse is negligible in solid state lasers due to its small emission cross section that is typically more than 1,000 times smaller than other sort of gain material such as dyes or semiconductors. Thus, after averaging Eq.(2.3), we obtain:

$$\frac{dg}{dT} = -\frac{g - g_0}{\tau_L} - \frac{P_{avg}}{E_{sat,L}} g = -\frac{g - g_0}{\tau_L} - \frac{E_p}{E_{sat,L}T_R} g$$  \hspace{1cm} (2.6)

Cavity rate equation

Now, let us develop the cavity rate equation, which is coupled with the absorber and gain behavior, so that this equation with Eq.(2.5) and Eq.(2.6) will entirely describe the behavior of circulating pulses inside the cavity.

In any reasonable cavity, the round-trip transfer function in the frequency domain can be described by the following equation:

$$\tilde{E}'(\omega) = \tilde{E}(\omega) \times \exp \left[ -\frac{l}{2} - ia(\omega - \omega_0) - \frac{\omega - \omega_0}{\omega_c^2} \right]$$  \hspace{1cm} (2.7)

where $l$ is the linear loss per round-trip time. Note that $l$ is divided by a factor 2 in the equation. This is only because it is defined with respect to the power, not the field amplitude. The term $-ia(\omega - \omega_0)$ represents any linear phase change per round-trip time $T_R$ due to e.g. dispersion or time-delay effects in the cavity, and $-\frac{\omega - \omega_0}{\omega_c^2}$ is the quadratic approximation for gain filtering effects that acts on the pulse bandwidth. Though this last term may become an important issue for soliton modelocking in the femtosecond regime, this term is often not significant and neglected for simplicity. Thus, we will ignore this bandwidth-limiting effect to develop some simple but still useful concepts without losing much of generality. After neglecting the gain filtering effect term in Eq. (2.7), we obtain:

$$\tilde{E}'(\omega) \approx \tilde{E}(\omega) \times \exp \left[ -\frac{l}{2} - ia(\omega - \omega_0) \right]$$  \hspace{1cm} (2.8)

Since the power spectrum $\tilde{P}(\omega)$ is proportional to $\tilde{E}(\omega)\tilde{E}^*(\omega)$, Eq.(2.8) can be written as:

$$\tilde{P}'(\omega) = \tilde{P}(\omega) \times \exp[-l] \approx \tilde{P}(\omega) \times (1 - l)$$  \hspace{1cm} (2.9)

In Eq.(2.9), we assume that the linear loss per round trip time is small to ignore the higher terms in the Taylor expansion, which is quite reasonable for stable modelocking. After simple Fourier transform of Eq.(2.9), we obtain

$$P(T + T_R) = P(T) \times (1 - l)$$  \hspace{1cm} (2.10)

So far, the cavity doesn’t contain the saturable absorber and gain medium. To put them in the cavity, we can simply add their time-varying coefficients to the linear loss term in Eq.(2.10):
\[ P(T + T_R) = P(T) \times [1 - l + g(T) - q_P(T)] \quad (2.11) \]

where the left side term can be expanded as:

\[ P(T + T_R) \approx P(T) + \left( \frac{dP}{dT} \right) T_R \quad (2.12) \]

From Eq.(2.11) and Eq.(2.12), we finally obtain the cavity rate equation:

\[ T_R \frac{dP}{dT} = P(T) \times [g(T) - q_P(T) - l] \quad (2.13) \]

\[ \square \text{2 coupled rate equations} \]

So far, we have obtained two coupled rate equations:

\[ \frac{dg}{dT} = -\frac{g - g_0}{\tau_L} - \frac{E_P}{E_{sat}T_R} g \quad (2.6) \]

\[ T_R \frac{dE_P}{dT} = [g - q_P(E_P) - l]E_P \quad (2.13) \]

which are the gain and the cavity rate equation, respectively.

At a steady-state:

\[ \frac{d\bar{g}}{dT} = -\frac{\bar{g} - g_0}{\tau_L} - \frac{\bar{E}_P}{E_{sat}T_R} \bar{g} = 0 \quad (2.14) \]

\[ T_R \frac{d\bar{E}_P}{dT} = [\bar{g} - q_P(\bar{E}_P) - l]\bar{E}_P = 0 \quad (2.15) \]

Adding a perturbation to these equations (2.14) and (2.15) results in relaxation oscillation (no matter whether damped or not):

\[ \frac{d(\bar{g} + \delta g)}{dT} = -\frac{\bar{g} + \delta g - g_0}{\tau_L} - \frac{(\bar{E}_P + \delta E_P)}{E_{sat}T_R} (\bar{g} + \delta g) \quad (2.16) \]

\[ T_R \frac{d(\bar{E}_P + \delta E_P)}{dT} = [(\bar{g} + \delta g) - q_P(\bar{E}_P + \delta E_P) - l](\bar{E}_P + \delta E_P) \]

\[ = \left[ (\bar{g} + \delta g) - q_P(\bar{E}_P) - \left( \frac{dq_P}{dE_P} \right)_{E_P} \delta E_P - l \right] (\bar{E}_P + \delta E_P) \quad (2.17) \]

Rewriting Eq.(2.16) and Eq.(2.17), we obtain the two coupled first-order differential equations:

\[ \frac{d\delta g}{dT} = -\left( \frac{1}{\tau_L} + \frac{\bar{E}_P}{E_{sat}T_R} \right) \delta g - \bar{g} \frac{\delta E_P}{E_{sat}T_R} \quad (2.18) \]

\[ \frac{d\delta E_P}{dT} = \frac{\bar{E}_P}{T_R} \delta g - \bar{E}_P \frac{\delta E_P}{E_P} \left( \frac{dE_P}{dE_P} \right)_{E_P} \quad (2.19) \]
Solving two coupled first-order differential equations

It will be convenient to write Eq. (2.18) and Eq. (2.19) in a matrix form, i.e.

\[
\frac{d}{dT} \left( \begin{array}{c} \delta g \\ \delta E_p \end{array} \right) = - \left( \begin{array}{cc} \left( \frac{1}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}T_R} \right) & \frac{\bar{g}}{E_{\text{sat},L}T_R} \\ -\frac{\bar{E}_p}{T_R} & \frac{\bar{E}_p}{T_R} \frac{d}{dE_p} \end{array} \right) \left( \begin{array}{c} \delta g \\ \delta E_p \end{array} \right)
\]  

(2.20)

Assuming, without losing generality, time dependency of the relaxation oscillation \((\delta g(T) \delta E_p(T)) = (\delta g^0 \delta E_p^0) \exp[sT]\), where \(s\) is a complex number, we can obtain:

\[
0 = \left( \begin{array}{cc} \left( \frac{1}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}T_R} \right) & \frac{\bar{g}}{E_{\text{sat},L}T_R} \\ -\frac{\bar{E}_p}{T_R} & \frac{\bar{E}_p}{T_R} \frac{d}{dE_p} \end{array} \right) \left( \begin{array}{c} \delta g^0 \\ \delta E_p^0 \end{array} \right)
\]  

(2.21)

To have nonzero solutions, the determinant has to be zero.

\[
\det \left| \begin{array}{cc} \left( \frac{1}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}T_R} \right) & \frac{\bar{g}}{E_{\text{sat},L}T_R} \\ -\frac{\bar{E}_p}{T_R} & \frac{\bar{E}_p}{T_R} \frac{d}{dE_p} \end{array} \right| = s^2 + \left( \frac{1}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}T_R} \right) \frac{\bar{g}}{E_{\text{sat},L}T_R} + \frac{\bar{g}}{E_{\text{sat},L}T_R} = 0
\]  

(2.22)

For the system to be stable, the relaxation oscillations has to be damped. It means that the real part of the complex number \(s\) has to have a negative value so that the perturbation decays exponentially with time. This condition \((i.e. \Re(s)<0)\) is fulfilled if and only if the coefficient of \(s\) is positive.

\[
\left( \frac{1}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}T_R} \right) > 0
\]  

(2.23)

Thus, the stability condition is obtained as:

\[
-\bar{E}_p \frac{d}{dE_p} \frac{d q_p}{d E_p} \bar{E}_p < \frac{T_R}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}}
\]  

(2.24)

where \(\frac{d q_p}{d E_p}\) is always negative as long as there is no inverse saturation (e.g. two photon absorption). Thus one can write the Eq. (2.24) as:

\[
\bar{E}_p \frac{d q_p}{d E_p} \bar{E}_p < \frac{T_R}{\tau_L} + \frac{\bar{E}_p}{E_{\text{sat},L}}
\]  

(2.25)
The stability condition in terms of modulation depth ($\Delta R$)

We have successfully developed a simple stability condition above. The SESAM parameter we measure, however, is reflectivity rather than absorption. Thus it is more practical to express the stability condition in terms of changes in reflectivity, which is called modulation depth ($\Delta R$). To write the stability condition i.e. Eq.(2.24) in terms of modulation depth, we have to explore the relation between modulation depth ($\Delta R$) and pulse energy loss per round trip, i.e. $q_p(T)$. One may start either with a simple model for nonlinear pulse propagation in absorbers, which will be described in Chapter 5, or the Beer–Lambert law, which describes light absorption in material. In this section, I am going to start with the latter since it is much simpler and more intuitive.

By virtue of Beer–Lambert law and assuming that the non-saturable loss $\Delta R_{ns}$ is negligible, which is a quite good approximation for stable mode locking, one can express the reflectivity $R(E_p)$:

$$R(E_p) = \exp[-q_p(E_p)] \approx 1 - q_p(E_p)$$

(2.26)

and the modulation depth:

$$\Delta R = R_{ns} - R_{min} = (1 - \Delta R_{ns}) - R_{min}$$

$$\approx 1 - R_{min} = 1 - \exp[-q_0] \approx q_0$$

(2.27)

Using Eq.(27), we can rewrite Eq.(5) as:

$$q_p(T) = q_0 \frac{E_{sat,A}}{E_p} \left[ 1 - \exp \left( - \frac{E_p(T)}{E_{sat,A}} \right) \right]$$

$$= \Delta R \frac{E_{sat,A}}{E_p} \left[ 1 - \exp \left( - \frac{E_p(T)}{E_{sat,A}} \right) \right]$$

(2.28)

The operation pulse fluence in cw mode-locked laser is approximately 3~10 times the absorber saturation fluence [9], which is strong enough to bleach the absorber. Thus the second term in Eq.(2.28) can be neglected, i.e.:

$$q_p(T) \approx \Delta R \frac{E_{sat,A}}{E_p}$$

(2.29)

Now, the stability condition Eq.(2.24) can be rewritten as:

$$\frac{T_R}{\tau_L} + \frac{\bar{E}_p}{E_{sat,l}} > -\bar{E}_p \left( \frac{d q_p}{d E_p} \right)_{E_p} = -\bar{E}_p \Delta R \left[ \frac{d}{d E_p} \left( \frac{E_{sat,A}}{E_p} \right) \right]_{E_p} = \frac{E_{sat,A} \Delta R}{\bar{E}_p}$$

(2.30)

The first term in Eq.(2.30) can be neglected if the operation of the laser is far above the threshold, which is the case for most mode-locked lasers. Then we finally obtain the following simple stability condition:

$$\bar{E}_p^2 \gg E_{sat,l} E_{sat,A} \Delta R$$

(2.31)

or equivalently,

$$\frac{\bar{E}_p}{E_{sat,l}} \cdot \frac{\bar{E}_p}{E_{sat,A}} > \Delta R$$

(2.32)
i.e. $\text{gain saturation} \times \text{absorber saturation} > \text{change in nonlinear absorption}$

The RHS causes the exponential increase in pulse energy fluctuation, which tends to drive the system into Q-switched modelocking (QML), while the LHS tends to stop the increase in pulse energy so that the system can stay stable against QML.

The physical background of this stability condition can be understood as follows. In solid-state lasers, the absorber will get saturated prior to the gain medium because the stimulated-emission cross section $\sigma_L$ of the gain medium is normally smaller than the absorption cross section $\sigma_A$ or the absorber. As the absorber gets saturated, the pulse energy fluctuation due to the relaxation oscillation will tend to exponentially increase, but the system can stay stable against QML if the gain/absorber saturation is strong enough to stop the increase. It is better to select the gain material with a bigger stimulated-emission cross section $\sigma_L$ because it will saturate the gain medium more easily, therefore be easier to satisfy the stability condition. This will give more margin in the stability condition when we design the absorber, i.e. the SESAM structure. However, this option is mostly not available. So, the largest burden for the laser stabilization falls onto the SESAM design and the cavity conditions.
3.1 SESAM and its parameter

A saturable absorber is a material that has decreasing optical loss with increasing incident light intensity or fluence. It is a key optical component for passive mode locking to generate ultrashort pulses. Popular saturable absorbers in the past were dyes. But they often had high toxicity and degradation problem under high power of laser pulses. Solid-state saturable absorbers (e.g. Cr:YAG) are also possible choices for mode-locking, but the range of absorber parameters in this case is typically limited. The relaxation life time, for example, is generally very long (a few to hundreds of microseconds) because the relevant absorption and emission transitions ($4f - 4f$ or $3d - 3d$) are parity-forbidden. Furthermore, in case of the material doped with rare earth (RE) elements such as Nd, Er, or Yb, there is the screening effect from the $5s^2$ and $5p^6$ orbitals, so electron-phonon coupling is very weak. Therefore, they tend to exhibit sharp absorption lines, which limits the range of operation wavelength.

Semiconductor saturable absorbers (e.g. InGaAs), however, have salient features for mode-locking. First, the response in semiconductor is intrinsically bi-temporal (Fig.3.1). The fast intraband thermalization helps stabilizing the ultrashort pulses, while the slow interband recombination helps the laser start pulsing itself in the beginning of mode-locking.

![Figure 3.1 Simulation of bi-exponential behavior of semiconductor. The fast relaxation time for thermalization is set to be 100 fs in the simulation, while the slow interband recombination time is set to be 5 ns. The x-axis of the graph is in the logarithmic scale.](image)

Secondly, by virtue of excellent semiconductor engineering technology, we can tailor the composition and therefore the band gap, which enables a wide range of absorption wavelength. Moreover, embedding the semiconductor saturable absorber in a bragg mirror structure (Fig. 3.2) can provide additional dimensions to
control the absorber parameters such as saturation fluence, modulation depth, and non-saturable losses by changing structure designs. Thus, the Bragg mirror structure with semiconductor absorber layers embedded inside can be a very successful passive modelocking device, which is a so called semiconductor saturable absorber mirror (SESAM).

Since the SESAM device is essentially a mirror structure, it can serve as one of the end mirrors in a laser cavity as shown in Fig. 3.3.

I will here provide a list of the key parameters and the important terms that the readers will frequently encounter in the rest part of this thesis.

- **Key parameters and Keywords**
  - The enhancement factor $\xi$ is defined as the maximum field intensity in the structure normalized with respect to the incoming field intensity. Note that the normalized local intensity of the standing wave is actually the field intensity $|E_n|^2$ multiplied by the local refractive index.
• The saturation fluence \( F_{\text{sat}} \) is defined as the fluence at which the absorption coefficient drops to \( 1/e \) (37%) of its original value with small signals. This definition is originally for slow absorbers since the saturation behavior of them can be well approximated to an exponential function. For slow absorbers in 2 level systems, one can easily solve the rate equations to obtain the saturation fluence \( F_{\text{sat}} = h\nu/2\sigma_{\text{eff}} = h\nu/2\zeta\sigma_0 \). Therefore, \( F_{\text{sat}} \) is inversely proportional to the enhancement factor.

• The non-saturable loss is defined as \( \Delta R_{\text{ns}} = 1 - R_{\text{ns}} \) where \( R_{\text{ns}} \) is the maximum reflectivity achievable for the device. This loss can be introduced by defects, residual transmission, scattering losses, and etc.

• The modulation depth \( \Delta R \) is the difference between the minimal reflectivity in the linear absorption region for small signals and the maximum reflectivity \( R_{\text{ns}} \) when the absorber is completely saturated. Using the simple Beer–Lambert law, one can easily obtain the formula:

\[
\Delta R = R_{\text{ns}}[1 - \exp(-n_r\zeta\alpha_0 d)] \approx R_{\text{ns}}n_r\zeta\alpha_0 d
\]  

(3.1)

where \( n_r \) is the real part of the refractive index of absorber layers, and \( d \) is the thickness of the absorber layers. Thus, modulation depth \( \Delta R \) is proportional to the enhancement factor, and the number of absorber layers.

![Figure 3.4](image_url) An example nonlinear saturation behavior of SESAM devices. The black solid line has taken into account the two photon absorption (TPA). The red line is when there is negligible TPA.

• An anti-resonant structure is usually defined as the structure in which the standing wave inside has a node at the front surface of the structure. This is ideal for low scattering loss and also low damage (e.g. low oxidation) on the surface. Anti-resonant structures typically exhibit some other additional salient features, such as small group delay dispersion and little change of enhancement factor throughout wide range of operation wavelength, and good growth tolerance which makes the fabrication insensitive to growth errors. At the cost of the great stability, however, anti-resonant structures typically has very low field enhancement and suffer relatively higher saturation fluence.
Figure 3.5 An example of anti-resonant structure of SESAM devices. Note that the node of standing wave is located at the surface of the device which is located at 1µm in the figure.

- A resonant structure, on the other hand, means that the surface of the SESAM structure is positioned at the anti-node of the optical field. The characteristics of resonant structures are typically the opposite to those of anti-resonant cases. They exhibit violent fluctuations in both GDD and enhancement factor as a function of operating wavelength, exquisite sensitivity to growth errors, high scattering loss, and low damage threshold. A resonant structure, however, usually has high field enhancement factor inside the device, which results in low saturation fluence. Thus, it can play an important role to reduce QML threshold significantly if we manage to keep the modulation depth independently, which is possible using quantum-dot SESAMs. This will be explained in the last section of this chapter.

Figure 3.6 An example of resonant structure of SESAM devices. Note that the anti-node of standing wave is located at the surface of the device.
3.2 SESAM Design Criteria

In this section, I will highlight several parameters related to the modelocking behavior, which one should take into consideration when they design the structure of SESAMs.

- Stability condition

First of all, when we calculate a desirable range of saturation fluence and modulation depth, the criteria one should first consider is of course the stability condition for cw modelocking (see the section 2.2):

\[ E^2_p > E_{sat,I} E_{sat,A} \Delta R \]  \hspace{1cm} (2.31)

which can be rewritten as:

\[ p^2 > \frac{F_{sat,I} F_{sat,A} \Delta R A_{eff,I} A_{eff,A}}{T_R^2} = f^2 F_{sat,I} F_{sat,A} \Delta R A_{eff,I} A_{eff,A} \]  \hspace{1cm} (3.2)

Eq.(3.2) should be taken into consideration when we design a compact ultrafast laser, which has a high repetition rate. As the repetition rate increases, the margin for the stability condition will decrease, eventually the product \( F_{sat,A} \cdot \Delta R \) will have to be reduced for the system to stay stable.

- Pulse width

Another important modelocking parameter to consider is the pulse width. According to Haus [10], the pulse width is related to other parameters as follows:

\[ \tau_p \propto \sqrt{\frac{g R_{ns} E_{sat,A}}{\Delta R E_p}} \]  \hspace{1cm} (3.3)

i.e. pulse width is proportional to the non-saturable losses and saturation energy, while inversely proportional to the modulation depth and pulse energy. Apparently a larger modulation depth is beneficial for shorter pulse length. But this should be compromised with the stability condition described above.

- Nonsaturable losses

Nonsaturable losses can be introduced by defects, residual transmission, and scattering losses. Since the scattering loss is proportional to the enhancement factor, a resonant structure typically exhibits bigger non-saturable losses. Nonsaturable losses should be minimized since it limits the laser efficiency and makes it harder to shorten the pulse length according to Eq.(3.3).

- Group delay dispersion (GDD)

Group delay dispersion (GDD) is an important parameter for femtosecond pulses and soliton modelocking. If GDD is large, the ultrashort pulses (fs regime) can be significantly broadened. The GDD of SESAM is essentially determined by the bragg mirror structure of SESAM. In anti-resonant structures(FIG 3.7 (a)), the GDD curve is close to zero and flat over a wide range of wavelength. In resonant structures(FIG 3.7 (b)), on the other hand, the GDD typically has large values and its curve can violently fluctuate, the available range of operation wavelengths can be significantly
limited, which thus limits the shortest possible pulse length. Similar to the chirped mirrors [11], the structure of SESAM can be designed to have a negative GDD so that the pulse broadening in the other optical components, e.g. gain material, can be even compensated in the SESAM (Fig. 3.7 (c)).

![Figure 3.7 Examples of Group delay dispersion (GDD) curves for (a) anti-resonant, (b) resonant, and (c) chirped structures.](image)

### 3.3 Quantum Well (QW) SESAM vs. Quantum Dots (QD) SESAM

In the past, most of the SESAMs had quantum well (QW) absorbers. Recently, however, the interests in quantum dot (QD) have been growing since it can offer additional degrees of freedom in designing the SESAM parameters. In this section, I will compare them as the absorbers in SESAM devices, and point out the advantages of exploiting quantum dots rather than quantum well structures.

In quantum well absorbers, $F_{sat}$ and $\Delta R$ are linked together to a large degree through the energy required to saturate the absorber, which is proportional to the density of states of the absorber because those states have to be filled up with charge carriers as photons are absorbed. Due to an intrinsic property of 2-dimensional case (Fig. 3.8), however, it is difficult to control the density of states in quantum wells (QW). Therefore $F_{sat}$ and $\Delta R$ are significantly linked. Even if we manage to reduce $F_{sat}$, modulation depth $\Delta R$ will increase as much. In such cases, there is no benefit in terms of stability, because the product $F_{sat} \cdot \Delta R$ should decrease to give more margin in the stability condition Eq.(2.31).

Using quantum dots (QD), however, the density of states is simply proportional to the dot density. This novel property enables us to adjust the modulation depth $\Delta R$ independently with controlling the dot density (i.e. monolayer coverage) while the influence on saturation fluence $F_{sat}$ remains negligible because the dot density doesn’t affect the absorption cross section $\sigma_A$ of the QD. This has been demonstrated [12]. In addition, if we manage to control the size of QD, we can adjust the absorption cross section $\sigma_A$ of the QD, thus, the saturation fluence $F_{sat}$. Indeed, it has been reported that the saturation fluence $F_{sat}$ can be independently reduced by post-growth annealing, i.e. post-growth annealing changes the dot size.
In addition to the success of quantum dot SESAMs, carbon nanotube (CNT) saturable absorber is also attracting the attention as an alternative solution [13]. The deeper investigation for their novel properties is expected to be done in the near future.

Figure 3.8  Density of states (DOS) per unit volume and energy for a 3D semiconductor (blue curve), a 10 nm quantum well with infinite barriers (red curve) and a 10 nm by 10nm quantum wire (e.g. CNT) with infinite barriers (green curve). The black line is DOS for the zero dimensional quantum dots. The picture is taken from [14].
Chapter 4

SESAM STRUCTURE DESIGN

By now, the readers should be familiar with the backgrounds of this work and the terms which are often used in this thesis. In this chapter, I will show the SESAM design capability by simulating the field structures, group-delay dispersion (GDD), and linear reflectivity spectrum. The simulation is based on the transfer-matrix method, which is introduced in the first section of this chapter. The refractive indices of the structures are calculated by the Sellmeier equation so that the material dispersion is taken into account in the simulation.

4.1 Transfer Matrix Method

Field structures, reflectivity, GDD, and all the other features are simulated using the transfer-matrix formalism, which is based on the boundary conditions derived from Maxwell equations. If we take two traveling waves of the electric field \( E_{\pm} \) as two components of a basis vector, one can easily arrive at interface matrices describing the boundary condition at each interface and propagation matrices describing propagation through layers of dielectric medium. For normal incidence, the relation between \( E_{1\pm} \) and \( E_{N\pm} \) can be simply written as

\[
\begin{pmatrix}
E_{1+} \\
E_{1-}
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
1 + \frac{n_2}{n_1} & 1 - \frac{n_2}{n_1} \\
1 - \frac{n_2}{n_1} & 1 + \frac{n_2}{n_1}
\end{pmatrix} \cdot \begin{pmatrix}
e^{ik_2d_2} & 0 \\
0 & e^{-ik_2d_2}
\end{pmatrix} \cdot \begin{pmatrix}
1 + \frac{n_3}{n_2} & 1 - \frac{n_3}{n_2} \\
1 - \frac{n_3}{n_2} & 1 + \frac{n_3}{n_2}
\end{pmatrix} \cdot \begin{pmatrix}
e^{ik_3d_3} & 0 \\
0 & e^{-ik_3d_3}
\end{pmatrix} \cdots \begin{pmatrix}
E_{N+} \\
E_{N-}
\end{pmatrix}
\]  

(4.1)

where \( E_{N\pm} \) are two traveling waves of the electric field in the opposite directions in Nth layer, \( n_N \) and \( d_N \) are refractive index and thickness of the Nth layer, respectively, and \( k_N = \frac{\omega}{c} n_N \) is wave vector in Nth layer. Absorption is taken into account through the imaginary part of refractive index \( n \) of the absorber layers.

4.2 Perturbation's point of view - resonant vs. anti-resonant

Considering Maxwell’s equations as an eigenvalue problem, the small absorption can be treated as a perturbation to the solution. As a result, one can calculate the change of the eigenvalue and the mode profile, using the 1st-order perturbation theory that one could find in any quantum mechanics textbooks. Although this was not necessary for simulating SESAM behaviors since the transfer matrix method worked beautifully, it was worthwhile to double-check the result from the mere transfer matrix method, and moreover, the perturbation theory offered a deeper understanding on the difference between resonant and anti-resonant characteristics of SESAM structures. They will be explained and discussed in this section.
Let us start from the Maxwell’s equations.

\[ \nabla \times E(r, t) + \mu_0 \frac{\partial H(r, t)}{\partial t} = 0 \]  
\[ (4.2-a) \]

\[ \nabla \times H(r, t) - \varepsilon_0 \varepsilon(r) \frac{\partial E(r, t)}{\partial t} = 0 \]  
\[ (4.2-b) \]

where the variables can be separated without losing generality as

\[ H(r, t) = H(r) \exp(-i\omega t) \]  
\[ (4.3-a) \]

\[ E(r, t) = E(r) \exp(-i\omega t) \]  
\[ (4.3-b) \]

From Eq.(4.2) and Eq.(4.3), one can easily obtain the time-independent expressions:

\[ \nabla \times E(r) - i\omega \mu_0 H(r) = 0 \]  
\[ (4.4-a) \]

\[ \nabla \times H(r) + i\omega \varepsilon_0 \varepsilon(r) E(r) = 0 \]  
\[ (4.4-b) \]

Eq.(4.4-a) and Eq.(4.4-b) can be merged into one equation:

\[ \nabla \times \nabla \times E(r) = \left( \frac{\omega}{c} \right)^2 \varepsilon(r) E(r) \]  
\[ (4.5-a) \]

or equivalently,

\[ \frac{1}{\varepsilon(r)} \nabla \times \nabla \times E(r) = \left( \frac{\omega}{c} \right)^2 E(r) \]  
\[ (4.5-b) \]

This now became an eigenvalue problem. We consider \( \frac{1}{\varepsilon(r)} \nabla \times \nabla \times \) as the operator and \( \left( \frac{\omega}{c} \right)^2 \) as the eigenvalue for corresponding eigenstates \( E(r) \).

Now, adding a perturbation \( \Delta \varepsilon \ll \varepsilon \),

\[ \frac{1}{\varepsilon + \Delta \varepsilon} \nabla \times \nabla \times E(r) = \left( \frac{\omega}{c} \right)^2 E(r) \]  
\[ (4.6) \]

LHS can be rewritten as:

\[ \frac{1}{\varepsilon + \Delta \varepsilon} \nabla \times \nabla \times E(r) = \frac{1}{1 + \frac{\Delta \varepsilon}{\varepsilon}} \cdot \frac{1}{\varepsilon} \nabla \times \nabla \times E(r) \]

\[ \approx \left( 1 - \frac{\Delta \varepsilon}{\varepsilon} \right) \cdot \frac{1}{\varepsilon} \nabla \times \nabla \times E(r) = \left[ \left( \frac{\omega}{c} \right)^2 - \frac{\Delta \varepsilon}{\varepsilon} \left( \frac{\omega}{c} \right)^2 \right] E(r) \]

where I have used the Eq.(4.5-b). Now, Eq.(4.6) can be rewritten as:

\[ \left[ \omega^2 - \omega^2 \frac{\Delta \varepsilon}{\varepsilon} \right] E(r) = \omega^2 E(r) \]  
\[ (4.7) \]

Thus we obtained the perturbation operator \( -\omega^2 \frac{\Delta \varepsilon}{\varepsilon} \).

Now, using the 1st-order perturbation theory, which can be found in most of quantum mechanics text books, we can calculate the change of eigenvalue \( d[\omega^2] \):
Because $\omega' \equiv \omega + d\omega$ and $d[\omega^2] \equiv \omega^2 - \omega^2 \approx 2\omega d\omega$, Eq.(4.8) can be rewritten as

$$d\omega = \frac{d[\omega^2]}{2\omega} = -\frac{\omega \langle E|\Delta\varepsilon|E \rangle}{2 \langle E|\varepsilon E \rangle} = -\frac{\omega}{2} \int \Delta\varepsilon |E|^2 d^3r$$

or equivalently,

$$d\lambda = \frac{\lambda}{2} \frac{\int \Delta\varepsilon |E|^2 d^3r}{\int \varepsilon |E|^2 d^3r}$$

When absorption is treated as a perturbation, $\Delta\varepsilon$ must be a complex number since absorption is expressed through the imaginary part of refractive index. Therefore, the wavelength change $d\lambda$ due to absorption is also a complex number.

In the transfer matrix method, absorption is usually expressed through the imaginary part of refractive indices. As an alternative solution, one can exploit Eq.(4.10) in the transfer matrix method with real refractive indices only. In the latter case, the absorption is expressed through the wavelength which is a complex number. A comparison of the results for both cases can be used for a sanity check of the simulations.

As I checked the results for each cases with a small absorption coefficient, they produced exactly the same results (the same reflectivity, the same absorbance, etc.) as they should since both are basically derived from Maxwell’s equations. But for large absorption coefficients ($|\Delta\varepsilon| \gtrsim |\varepsilon|$), a discrepancy between them (i.e. the 1st-order perturbation theory and the transfer matrix method) is observed since the higher order terms of $(\Delta\varepsilon/\varepsilon)$ cannot be just neglected in the formulation.

The perturbation method is unnecessary for our purpose of simulation, since the transfer-matrix method with complex refractive index is simpler and giving a correct result even for large absorption. The beauty and usefulness of the perturbation method, however, is not diminished because it gives an important insight to understand why anti-resonant structures are more stable, e.g. less sensitive to growth errors; Let us consider the growth errors as perturbation, $|\Delta\varepsilon|$ will be the biggest near the interface between air and device when the growth errors happens. Anti-resonant structures, fortunately, have a node near the air-device interface, $d\lambda$ in the Eq.(4.10) would be much smaller compared to the resonant structure cases in which an anti-node is located at the air-device interface.
4.3 Results of Simulation - field structures, GDD, enhancement factors

In this section, I will demonstrate the SESAM design capability by showing the results of simulation for field structures, group-delay dispersion, and linear reflectivity spectrum. And I will also propose several novel QD-SESAM structures by using this simulation program I developed.

4.3.1 Demonstration: LOFERS (low-field-enhancement resonant-like SESAM device)

First of all, as an obvious sanity check, I have simulated the structures presented in the papers published from other groups, and proved my design capability by reproducing exactly the same results as they have published in those papers. I will show one example here selected from [15].

Low-field-enhancement resonant-like SESAM device (LOFERS) [16] has been chosen for my purpose of demonstration because the authors even have a patent for this simple structure, it is highly expected that this is a reliable object for a comparison. The structure specification is well given in [15]. They started with DBR of 30 pairs (GaAs/AlAs) with an additional top quarter-wave (80.8nm) GaAs spacer layer, followed by 10nm GaInAs absorber layer and 5nm GaAs protection cap. My simulation accurately reproduced their results of the standing wave pattern, the group delay dispersion (GDD), and the variation of enhancement factor. My results are presented in Fig 4.2. The readers are strongly encouraged to compare them with those in [15].

![Refractive-index structure and standing wave pattern of the LOFERS](image1)

**Figure 4.2 a)** Refractive-index structure (black) near the surface and standing wave $|E_{\text{nl}}|^2$ pattern (blue) of the LOFERS for $\lambda=1314$nm have been reproduced for the demonstration.

![Group delay dispersion curve](image2)

**Figure 4.2 b)** The group delay dispersion curve has been reproduced for the demonstration.
Figure 4.2 c) The variation of the enhancement factor has been reproduced for the demonstration.

Figure 4.2 d) Additionally, a linear reflectivity spectrum for small signals has been calculated.

Although a very minute variation in the results is possible, which must be caused by a slight change in the Sellmeier equations related to e.g. a given temperature, they are essentially the same results.

As I have proved that my simulation program is reliable, I became able to simulate any arbitrary SESAM structure on demand. In addition to the transfer matrix method, the strengths of my simulation program is that it is designed to be 'object-oriented', users don’t need to care about transfer matrix algorithm for each cases. Users can simply tell any structures to the program just like putting Lego blocks together to create random structures. Each material is one function in Matlab with encapsulated information of its own properties inside. By virtue of this object-oriented concept, implementations of any arbitrary structure became much faster and safer. All I had to do, since then, was to come up with new ideas for structure designs and tell the program what structure I want to see. In the next subsection, I will present some of the novel structures that I have designed using this simulation program.
4.3.2 Novel QD-SESAM structure: TAIGARS (tailored GDD anti-resonant-like SESAM device)

I present here a novel SESAM structures named “tailored GDD anti-resonant like SESAM device (TAIGARS)” which is a compromised solution to have all the advantages of both resonant and anti-resonant structures over reasonably wide operation bandwidth.

We start with a 30-pair DBR. Though the number of the pairs of this bottom DBR is not critical on the overall behavior of the device, it controls the amount of transmission of the structure. On the top of it, we add an approximately half-wave layer with the low-index material (AlAs) in which the InAs QD absorber layer is embedded at the center. The half-wave AlAs layer is followed by a shorter top DBR (Fig.4.3a).

![Refractive-index structure (black) and calculated standing wave pattern](Figure 4.3 a) Refractive-index structure (black) and calculated standing wave $|E_n|^2$ pattern for $\lambda=1030$nm (red) of a TAIGARS. As shown in the top right corner of the picture, the QD layer is coated on both sides by 10nm GaAs layers for a practical reason in the fabrication.

Note that the standing wave in Fig.4.3a has a node near the surface of the TAIGARS as an anti-resonant like structure, which significantly reduces the surface scattering and the oxidation. This will also contribute to a better tolerance for the growth errors, which is of practical importance. Note also that the absorber layer is positioned at the maximum standing wave peak: $\xi \equiv 4.50$. This exceeds the standing wave peak outside the device, which is extremely rare and interesting for an anti-resonant like structure. Compared to the classical SESAM device ($\xi = 0.34$) [15], this implies that the TAIGARS has the saturation fluence approximately 13 times lower, and the modulation depth 13 times higher if it has the same conditions of the absorber layer.

This structure designing could also heuristically be understood, step by step, starting from a resonant Gires-Tournois interferometer (GTI) as a springboard. First, the low-index material (AlAs) is chosen to be the top layer of the GTI so that it becomes an ‘anti-resonant’ structure. As a general property of GTI, there is no GDD exactly on anti-resonance. And then the number of the pairs in the top DBR is critically designed to keep very low GDD value over reasonably wide bandwidth around the anti-resonance (Fig.4.3b). It was also possible to make the structure slightly off the
anti-resonance by manipulating a layer thickness so that GDD becomes even slightly negative to compensate the dispersion from other optical elements inside the cavity such as a gain medium.

Figure 4.3 b) Calculated Group Delay Dispersion as a function of wavelength for a TAIGARS structure. The very low GDD around the operation wavelength $\lambda=1030\text{nm}$ is one of the outstanding merits of this structure.

Figure 4.3 c) Calculated enhancement factor $\xi$ as a function of wavelength for a TAIGARS structure. It shows high field intensity over reasonably wide operation bandwidth.

Figure 4.3 d) Additionally, a linear reflectivity spectrum for small signals has been calculated.

Fig.4.3c shows the enhancement factor $\xi$ as a function of wavelength. Although it shows a mild resonant-like behavior, it maintains large enhancement factor (bigger than 3) over roughly more than 30 nm wide bandwidth. Compared to other various
kinds of structure, the most unique property of the TAIGARS must be its tailored Group Delay Dispersion (GDD) to exhibit very low GDD (from $-300\text{fs}^2$ to $+30\text{fs}^2$) over the reasonably wide bandwidth (20nm) despite of the very large enhancement factor.

4.3.3 Novel QD-SESAM structure: Anti-resonant QD SESAM variable to partly resonant by depositing SiO$_2$

I present here another novel SESAM structure which is an Anti-resonant QD SESAM that can be easily switched to a partly resonant structure by depositing SiO$_2$ on the top surface.

This anti-resonant QD-SESAM structure(Fig.4.4a) is similar to anti-resonant GTI, consisting of top antireflection GaAs/AlAs pairs, three QD layers embedded in GaAs spacer and positioned at the anti-nodes, followed by 28 pairs (GaAs/AlAs) of DBR designed for operation wavelength at 1030 nm.

![Figure 4.4 a) Refractive-index structure (black) and calculated standing wave $|E_n|^2$ pattern for $\lambda=1030\text{nm}$ (red). The structure contains 3 layers of quantum dot absorber, which are positioned at the field anti-nodes.](image)

![Figure 4.4 b) Calculated group delay dispersion as a function of wavelength. As an anti-resonant structure, the GDD curve is relatively flat over a wide range around the operation wavelength at 1030nm.](image)
Figure 4.4 c) Calculated enhancement factor $\xi$ as a function of wavelength. It shows typical anti-resonant like behaviour.

Figure 4.4 d) A linear reflectivity spectrum for small signals has been calculated.

When it is necessary to adjust the saturation fluence for a particular laser design, this anti-resonant structure can be switched to a partly resonant structure simply by depositing SiO$_2$ on the top surface. This procedure wouldn't require additional expensive MBE growth runs or etching steps, which are very likely to introduce additional defects on the surface.

After depositing approx. 0.213 µm SiO$_2$ layer, the modified QD-SESAM will exhibit the following characteristics in Fig.4.5.

Figure 4.5 a) Refractive-index structure (black) and calculated standing wave $|E_n|^2$ pattern for $\lambda=1030$nm (red). After depositing the SiO$_2$ layer, the structure becomes partly resonant, the field intensity is now roughly twice as strong as the previous case in Fig 4.4a.
Figure 4.5 b) Calculated group delay dispersion as a function of wavelength. It shows a slightly negative value of GDD over more than 40nm around the operation wavelength $\lambda=1030$nm, which is very attractive and unusual for resonant structures. It seems even better than the anti-resonant case in Fig. 4.4b.

Figure 4.5 c) Calculated enhancement factor $\xi$ as a function of wavelength. It shows mild resonant like behaviour.

Figure 4.5 d) A linear reflectivity spectrum for small signals has been calculated.
SIMULATION OF SESAM SATURATION BEHAVIOUR
SOLVING ABSORBER RATE EQUATIONS

5.1 A simple model function for fitting measured data

The key parameters such as saturation fluence and modulation depth are usually obtained by fitting the measured nonlinear reflectivity to a simple model function [17] despite of several rather strong approximations used in the formulation of the model. In the derivation of this model function, they used a travelling wave model based on rate equations for a two-level system without relaxation, and neglected the effects of standing wave patterns in the device, which followed the formalism e.g. in [18]. This was a good approximation for a slow absorber such as Quantum Well, where the recovery time is much longer than the pulse bleaching the absorber [17, 19]. It must be questioned, however, for fast absorbers such as QD and Carbon nanotube as they are getting quite popular for building ultrafast lasers these days. Indeed, when the recovery time is not slow enough compared to the pulse duration, the definition of saturation fluence (i.e. \( F_{sat} = \frac{\hbar v}{2 \sigma_{eff}} \)) becomes unclear since the saturation behavior is not exponential anymore. A brief summary of the model function based on the two-level system with slow absorbers is given below.

\[
R(F_p) = \frac{F_{OUT}}{F_{IN}} = \frac{\int_{-\infty}^{\infty} I_{OUT} dt}{\int_{-\infty}^{\infty} I_{IN} dt} = \ln(1 + R_{lin} \left( e^{\frac{F_p}{F_{sat}}} - 1 \right)) \left( \frac{F_p}{F_{sat}} \right) \tag{5.1}
\]

where \( R_{lin} = \exp(-\Delta R) \) is the linear reflectivity for weak signals when there is no non-saturable loss. A real SESAM structure, however, always has some non-saturable losses which can be introduced by defects, residual transmission, scattering losses, and etc. These losses can effectively be taken into account in the model function by a scaling factor \( R_{ns} \). Substituting \( R(F_p)/R_{ns} \) and \( R_{lin}/R_{ns} \) for \( R(F_p) \) and \( R_{lin} \), respectively, we have a corrected model function as follow:

\[
R(F_p) = R_{ns} \frac{\ln(1 + \frac{R_{lin}}{R_{ns}} \left( e^{\frac{F_p}{F_{sat}}} - 1 \right))}{\frac{F_p}{F_{sat}}} \tag{5.2}
\]

Furthermore, nonlinear induced absorption (e.g. two photon absorption) can be accounted for simply by multiplying the model function with a factor \( \exp\left(-\frac{F_p}{F_2}\right) \), where \( F_2 \) is the fluence where the contribution of the induced absorption to the SESAM reflectivity drops to 1/e. A smaller \( F_2 \) value corresponds to a stronger induced absorption (a stronger roll-off) [17].
5.2 Direct simulation

The simple model function above seems to work very well for slow absorbers like quantum wells [17]. The reliability of this method, however, should be questioned for fast absorbers like quantum dots, since the model function was started out on the assumption that the recovery time of absorbers was much slower than the pulse duration so that we could neglect any relaxation during the transit time of the pulse. The effects of standing wave and pulse shape were also neglected in the model function. To obtain more reliable expectations for the saturation behavior of fast QD SESAMs prior to actual fabrication, I directly calculated nonlinear reflectivity in Eq.(5.3) as follows:

\[ R(F_p) = \frac{F_{OUT}}{F_{IN}} = \frac{\int_{-\infty}^{\infty} I_{OUT}(t) dt}{F_p} = \frac{1}{F_p} \sum_{T=\infty}^{\infty} I_{OUT}(t) = \frac{1}{F_p} \sum_{T=\infty}^{\infty} R(\alpha(t), I_{IN}(t))I_{IN}(t) \quad (5.3) \]

where the reflectivity \( R(\alpha(t), I_{IN}(t)) \) is calculated at each time using my simulation program, which is based on the transfer-matrix method described in the chapter 4. The strategy is as follows. First, an analytic solution for the saturation of absorption coefficient as a function of the transit time of the pulse is obtained by solving the rate equation Eq.(5.4). And then, the result is taken into account in transfer matrix method via the complex refractive index of the absorber while the program calculates the reflectivity \( R(\alpha(t), I_{IN}(t)) \) in the Eq.(5.3). This will take into account the actual saturation behavior of fast absorbers as well as the standing wave effects and the incident pulse shapes \( I_{IN}(t) \). Let us start with finding an analytic solution for the saturation of the absorption coefficient.

As long as the absorption mechanism is based on the population difference \( \Delta N \) of charge carriers, it can be well approximated as a two-level system. By analytically solving the differential equation Eq.(5.4) for two level systems [20], the saturation behavior of an absorber can be calculated as follows. (Note! a list of the parameters and their descriptions is given at the end of this section):

The rate equation:

\[ \frac{d\Delta N}{dt} = -\Delta N \left( \frac{1}{\tau} + 2W(t) \right) + \frac{N_t}{\tau} \quad (5.4) \]

Solution:

\[ \Delta N(t) = \frac{N_t}{\tau} \exp \left[ -\int_{t_0}^{t} \left( \frac{1}{\tau} + 2W(t') \right) dt' \right] \times \left[ \int_{t_0}^{t} \exp \left[ -\int_{t_0}^{t'} \left( \frac{1}{\tau} + 2W(t'') \right) dt'' \right] dt' \right] + \tau \quad (5.5) \]

The differential equation Eq.(5.4) has a solution that is given in Eq.(5.5). And now one can calculate the absorption coefficient \( \alpha(v - v_0, t) \) at a frequency \( v \) and time \( t \) as follows:

\[ \alpha(v - v_0, t) = \sigma \Delta N(t) \quad (5.6) \]

where \( \alpha_0 = \sigma_0 N_t \) is the unsaturated absorption coefficient at the resonant frequency \( v = v_0 \).
If we assume the homogenous broadening:

\[ \sigma = \left( \frac{v}{v_0} \right) \frac{\sigma_0}{1 + \left[ \frac{2(v - v_0)}{\Delta v_0} \right]^2} \]  

(5.7)

Eq.(5.6) can be written together with Eq.(5.7):

\[ \alpha(v, t) = \sigma \Delta N(t) = \sigma_0 \left( \frac{v}{v_0} \right) \frac{\Delta N(t)}{1 + \left[ \frac{2(v - v_0)}{\Delta v_0} \right]^2} \]  

(5.8)

\[ = \sigma_0 \left( \frac{v}{v_0} \right) \frac{\alpha_0}{1 + \left[ \frac{2(v - v_0)}{\Delta v_0} \right]^2} \frac{\Delta N(t)}{N_t} \]

Substituting \( \Delta N(t)/N_t \) in Eq.(5.5) into Eq.(5.8), one obtains an explicit form of the absorption coefficient as the pulse bleaching the absorber:

\[ \alpha(v - v_0, t) = \frac{\alpha_0}{\tau} \left( \frac{v}{v_0} \right) \exp \left[ - \int_{t_0}^{t} \left( \frac{1}{\tau} + 2W(t') \right) dt' \right] \frac{\Delta N(t)}{N_t} \left[ 1 + \left[ \frac{2(v - v_0)}{\Delta v_0} \right]^2 \right] \]

(5.9)

This time dependent absorption coefficient Eq. (5.9) will be taken into account via the imaginary part of refractive index \( n_{img}(t) = \alpha(t) \frac{c}{2\omega} \) in the transfer matrix method. Then the simulation program which is based on the transfer matrix method will produce the reflectivity \( R(\alpha(t), I_N(t)) \) as a function of the intensity. Here, the transfer matrix method takes into account the standing wave effects. Next, the program will integrate the reflectivity \( R(\alpha(t), I_N(t)) \) along the transit time of the pulse to produce the nonlinear reflectivity curve \( R(F_p) \) as a function of pulse fluence. In this integration, the actual pulse shape \( I_N(t) \) is taken into account. Therefore, the strong approximations in the simple model function Eq. (5.2) (i.e. a slow relaxation, no standing wave effects, a pulse shape ignored) are removed in this direct simulation.

Using this direct simulation tool, I will here present saturation behaviors for the TAIGARS (the SESAM structure which was described in section 4.3.2.) for the two cases, i.e. a slow absorber and a fast absorber. A comparison between the results from the simple model function Eq.(5.2) and the direct simulation Eq.(5.3) will be also presented.
A slow absorber: (the relaxation time $\tau = 1\, \text{ps}$, the pulse width $\Delta \tau_p = 50\, \text{fs}$)

Let us consider a 50 fs (FWHM) long pulse incident on the absorber with the relaxation time $\tau = 1\, \text{ps}$. The pulse shape was assumed to be a square of the hyperbolic-secant function (i.e. $\text{sech}^2 \left( \frac{t}{1.76 \Delta \tau_p} \right)$) as is the case for passively modelocked lasers. Since the pulse length is 20 times shorter than the relaxation time of the absorber, the absorber is well considered to be a relatively slow absorber. As a strong two-photon absorption (TPA) occurs in GaAs, a reasonable value for the TPA coefficient $\beta_{\text{GaAs}} = 40\, \text{cm/GW}$ was taken from a literature [21], while the TPA in AlAs was neglected according to [22]. Reasonable values for Non-saturable loss, unsaturated absorption coefficient, and absorption cross-section were all assumed, which can be corrected any time with real material data. As a result, the calculated nonlinear reflectivity of TAIGARS is presented in Fig.5.1.

![Graph](image)

Figure 5.1  The calculated nonlinear reflectivity of TAIGARS(section 4.3.2) with a slow absorber. The black dotted line: the model function Eq.(5.2) described in section 5.1. The red solid line: the result from the direct simulation using Eq.(5.3). The blue dashed line: Eq.(5.3) with two photon absorption taken into account.

In Fig.5.1, $F_{S_1}$ is the saturation fluence $F_{\text{sat}} = h\nu/2\sigma_{\text{eff}}$ well defined for slow absorbers only. $F_{S_2}$ is defined as the fluence when the value of the absorption coefficient drops to 1/e (37%) of the unsaturated value. $F_{S_1}$ and $F_{S_2}$ are essentially the same when the relaxation time of the absorber is much longer than the pulse duration. The black dotted line for Eq.(5.2.) and the red solid line for Eq.(5.3.) seem pretty well overlapped because the absorber in this case is relatively slow. $F_{S_1}$ and $F_{S_2}$ are not so different in this case as $F_{S_1} \approx 0.74\, \mu J/cm^2$ and $F_{S_2} \approx 0.83\, \mu J/cm^2$. Moreover, since the pulse is only 50 fs long, a strong TPA is observed in Fig.5.1.
A fast absorber: (the relaxation time $\tau = 1\text{ps}$, the pulse width $\Delta\tau_p = 5\text{ps}$)

Now, let us consider a 5-ps (FWHM) long pulse incident on the absorber with the relaxation time $\tau = 1\text{ps}$. Thus the absorber itself is the same as one in the previous case. But because now the pulse duration is much longer (5ps) than before (50fs), the absorber is considered to be relatively fast. Other conditions are given to be the same, i.e. the same sech$^2$ pulse shape, the same absorption coefficient and cross-section, the same TPA coefficient, the same structure of SESAM, and etc. The simulation result for this case is presented in Fig.5.2.

The black dotted line for Eq.(5.2.) and the red solid line for Eq.(5.3.) do not overlap at all. $F_{S2}$ is roughly 10 times larger than $F_{S1}$ as $F_{S1} \approx 0.74\mu\text{J/cm}^2$ and $F_{S2} \approx 7.4\mu\text{J/cm}^2$. We can conclude that, for fast absorbers, the simple model function Eq.(5.2.) is significantly deviated from the direct simulation result which includes the actual relaxation process, the standing wave effects, and the actual pulse shape. Besides, since the pulse length is longer than before, the weaker TPA is observed in Fig.5.2 compared to Fig.5.1.

![Figure 5.2](image_url)

Figure 5.2 The calculated nonlinear reflectivity of TAIGARS(section 4.3.2) with a fast absorber. The black dotted line: the model function Eq.(5.2) described in section 5.1. The red solid line: the result from the direct simulation using Eq.(5.3). The blue dashed line: Eq.(5.3) with two photon absorption taken into account.
Wrapping up this section, it should be pointed out that, although the direct calculation using the simulation program can get rid of several strong assumptions and approximations, it, of course, still has some approximations. A band structure is approximated by a two-level system as mentioned above already, and intraband relaxation and temperature effects are neglected. Furthermore, it has been ignored that, as the absorber becomes saturated, the real part of the refractive index $n_r$ of the absorber must also change via the Kramers-Kronig relations. But this is a good approximation since the absorption is small enough (~1%) in most cases of interest, the change in $n_r$ due to a saturation is negligible.

A brief summary of the parameters used in the equations is given below:

$v$: An operation frequency of the laser.
$v_0$: The transition frequency (i.e. at the absorption peak).
$\Delta v_0$: The linewidth (FWHM).
$\alpha_0$: An absorption coefficient $\alpha$ for small signals at $v = v_0$.
$W$: Transition rate as a function of time, $W = \sigma_{\text{eff}} I(t)/\hbar\nu$.
$\sigma_{\text{eff}}$: Effective absorption cross section $\sigma_{\text{eff}} = n_r \xi \sigma_0$.
$\sigma_0$: Absorption cross section of absorbers at the resonant frequency $v = v_0$.
$\tau$: Absorber relaxation time for spontaneous decay.
$n_r$: A real part of refractive index of the QD layer.
$N_t$: Total population of a two-level system $N_t = N_1 + N_2$.
$\Delta N$: Population difference $\Delta N = N_1 - N_2$. 
5.3 Self-Consistency

The reliability of my simulation program was checked by self-consistency of the loop in Fig. 5.3.

\[ \Delta R = n_r \xi \alpha_0 d \]

Figure 5.3 A loop for self-consistency. Modulation depth \( \Delta R \) as an input should be reproduced as one of the outputs after the simulation.

As schematically described in Fig.5.3, I started with a desired value of modulation depth \( \Delta R \), which is related to \( \alpha_0 \) according to Beer–Lambert law \( \Delta R = n_r \xi \alpha_0 d \) where \( d \) is the thickness of a QD layer. Once the value of \( \alpha_0 \) is determined, one can calculate the time-dependent absorption coefficient \( \alpha(t) \) according to Eq. (5.9) as saturation takes place. It is also required to determine absorption cross-section \( \sigma_0 \) with a reasonable value from the literatures e.g. [23] since it is included in the transition rate \( W(t) = n_r \xi \alpha_0 I(t)/h\nu \) in Eq. (5.9). The absorption cross-section \( \sigma_0 \) is closely related to the saturation fluence \( F_{sat} \); for slow absorbers of two-level system, we simply have \( F_{sat} = \frac{\hbar \nu}{2 \sigma_{eff}} = \frac{\hbar \nu}{2 \xi \sigma_0} \).

As a next step, the imaginary part of the refractive index of the absorber is immediately determined at each moment of the transit time of the pulse according to \( n_{img}(t) = \alpha(t) \frac{c}{2\omega} \) where \( \omega \) is angular frequency of the optical field. And then, using \( n_{img}(t) \), one can finally calculate the nonlinear reflectivity in e.g. Fig.5.2 with the simulation program which is based on the transfer-matrix formalism. After the simulation of the nonlinear reflectivity as a function of pulse fluence, the modulation depth \( \Delta R \) is reproduced as one of the results. This reproduced \( \Delta R \) should be self-consistent to its original value as an input data.

The self-consistency is, first, an obvious and important step to check the reliability of the simulation program. Second, this loop is also useful for extracting cross section values from the known designs and measurement data. Essentially there are four parameters: enhancement factor, absorber thickness, absorber refractive index, and cross section. Among those parameters, the cross section is least known one a priori.
5.4 Quantum Dot Design?

When structure designs and measurement data of the saturation behavior are given, the required absorption coefficient and cross-section of the absorbers (e.g. quantum dots) can be calculated to achieve the measured modulation depth and saturation fluence. In other words, one can calculate the required QD parameters (e.g. $\alpha_0$, $\sigma_0$) to achieve the desired SESAM parameters (e.g. $\Delta R$, $F_{sat}$). But this approach is not so practical since the relation between the growth parameters (e.g. growth-temperature, monolayer-coverage, annealing) in actual fabrications and the QD parameters has not been studied. Furthermore, those parameters may have difference correlations for different MBE reactors, different growth runs, and different wavelengths. For these reasons, it is difficult to give one-to-one transformation between the parameter spaces (Fig. 5.4) to pre-decide the SESAM parameters at the fabrication level.

Figure 5.4 The spaces of the parameters and unrevealed correlations between them. The relation between the SESAM parameters and the QD parameters can be confirmed by the simulation described in the previous sections.
Chapter 6

LET THERE BE A LIGHT
BUILDING AND CHARACTERIZING A LIGHT SOURCE

In the previous chapters, the thesis has been focused on the theories and the computer simulations. From this chapter, I will focus on the experimental works I have done so far. I will explain the experimental setups and present the results. This chapter is assigned to introduce the supercontinuum fiber and its characteristics. Although this high-field science is very interesting subject on its own, it might seem a bit digression from the main context of this thesis which is the SESAM structure design and its characterization. This chapter, however, is practically of significant importance since a reliable light source is very much required for characterizing SESAM devices.

6.1 Light source using FemtoWHITE CARS PCF Fiber

The operation wavelength of the SESAMs in this project is around 1030nm because the group of Yb-doped monoclinic double tungstates such as e.g. Yb:KYW has been chosen as a gain material due to the relatively large gain cross-section area. Large gain cross-section is advantageous for cw modelocking in solid state lasers as mentioned earlier in chapter 2. Unfortunately, however, the existing Ti:sapphire laser in our group [24] is not modelocked beyond 1μm, so it was demanded to find another reliable light source to produce ultrashort pulses around 1030nm for our purpose of the SESAM characterization. Without purchasing a new laser, the idea was to shift the central wavelength of the Ti:sapphire laser by nonlinear optical processes. In addition to the shift of the central wavelength, it was required to form ultrashort pulses around 1030nm with as high conversion efficiency as possible. This is why we have purchased the commercial supercontinuum photonic crystal fiber (PCF) named FemtoWHITE CARS (Fig. 6.1), which was originally designed for coherent anti-stokes Raman scattering (CARS) applications (Fig. 6.2).

Figure 6.1 The commercial supercontinuum fiber named FemtoWHITE CARS. It is 12cm in length with the aluminum housing, and the core diameter is only 1.4 μm.
In this PCF purchased, third-order parametric processes in a medium with a symmetric and rather steep GDD spectrum (see Fig. 6.4 (b)) result in two major peaks (see Fig. 6.4 (a)) located outside the two zero GDD points. This is what is required for CARS, and this is also what is required for the SESAM characterization.

Figure 6.2 Coherent Anti-stokes Raman Scattering (CARS) [25] is a third-order nonlinear optical process involving three laser beams: a pump beam at frequency \( \omega_p \), a Stokes beam at frequency \( \omega_S \) and a probe beam at frequency \( \omega_{pr} \). The interaction in the Raman medium is resonant at the anti-Stokes frequency \( \omega_{CARS} = \omega_p - \omega_S + \omega_{pr} \) when the frequency difference between the pump and the Stokes beams \( \omega_p - \omega_S \) coincides with the frequency \( \omega_{CARS} - \omega_{pr} \), which can be used for identifying the material.

In the setup (Fig. 6.3), the supercontinuum fiber was pumped by the Ti:sapphire laser of which pulses are measured to be 114 fs long by an autocorrelation measurement. The repetition rate of the pulses after the fiber is about 76MHz, which is the same as that of the Ti:sapphire laser. The pumping power was controlled with a \( \lambda/2 \) plate and the polarizing beam-splitter in the isolator. The input coupling efficiency around 35% was typically obtained using 20\( \times \) microscope objective. One might be able to increase the efficiency by focusing the beam more tightly. The Damage threshold has not been confirmed, but the maximum pulse energy tried in [26] was approximately 1nJ for 40 fs, which corresponds to 2.5nJ for 100 fs for the same peak power. The maximum pulse energy I have achieved was around 1.2nJ when the average output power was 91mW. Considering the coupling efficiency (~35%), however, one can conclude that the entrance part of the PCF was exposed to the pulse energy higher than 3.4nJ. Thus it was preferred not to increase the pump power any further. After the supercontinuum fiber, another 10\( \times \) microscope objective was used to collimate the output beam.

Figure 6.3 The implementation of the supercontinuum fiber (PCF) as a light source. The fiber is pumped by the existing Ti:sapphire laser. The typical coupling efficiency obtained was 35%.
6.2 Spectroscopy and data evaluation

In this section, I will first present the output spectrum after Supercontinuum fiber. Secondly, I will report the result of an autocorrelation measurement to estimate pulse length after the supercontinuum fiber followed by a long pass filter. Third, the observations on the state of polarization (SOP) will be presented. Fourth, I will show that the output spectrum is partly tunable by manipulating the pump power and/or its center wavelength. Lastly, an instability of the output spectrum and the output power will be reported.

6.2.1 Spectral depletion and special GVD curve

The black line in Fig. 6.4 (a) exhibits the output spectrum after the supercontinuum fiber without any filtering. The pump pulse centered at 852nm had pulse energy 600pJ with duration estimated to be 114 fs. As in the picture, the original pump field (red line) was completely depleted during its propagation along the fiber. The depletion region apparently corresponds to the anomalous GVD regime in Figure 6.4 (b). This spectral depletion over the wide range of the spectrum, i.e. roughly from 750nm to 950nm, results in two major peaks located outside the two zero GVD point. The small bump near 900nm is probably a leftover pump soliton red-shifted by Raman scattering.

Figure 6.4 (a) A general view of output spectrum (black line). In this particular measurement, the pump field (red line) was centered at 852nm with the pulse duration of 114fs. The spectrum beyond 1μm is used for the SESAM characterization after passing through a long pass filter.
6.2.2 Autocorrelation measurement for estimating the pulse length after PCF

The visible part of the spectrum in Fig. 6.4 (a) was filtered out by a long pass filter (LPF) at \(1 \mu m\). The NIR part left after LPF was sent to an autocorrelator to measure the pulse length.

When an etalon (double pass) was inserted, the time shift was measured to be \(1536 \mu s\) on the oscilloscope while the real time shift due to the etalon for the double pass was given as 600fs.

If we conveniently assume that the shape of the pulse is a square of hyperbolic secant, we can calculate the pulse length as

\[
600 \text{ fs} \times \frac{296}{1536} \times \frac{1}{1.543} = 74.9352 \text{ fs} \approx 74.9 \text{ fs}
\]
6.2.3 Tunable Spectrum

The NIR part of the spectrum in Fig. 6.4 (a) will be used for the SESAM characterization after passing through a long pass filter (LPF). It will be advantageous if one can tune the spectrum to match to the various SESAM operation wavelengths.

- Tunability by changing the central wavelength ($\lambda_{\text{pump}}$) of the pump field

The output spectrum was partly tunable by changing the central wavelength ($\lambda_{\text{pump}}$) of the pump field as shown in Figure 6.6. As the $\lambda_{\text{pump}}$ increases, one can see the tendency that the major peak splits into two parts, one moving left and another moving right in wavelength with respect to the $\lambda_{\text{pump}}$. Furthermore, the right peak seems to become weaker as the $\lambda_{\text{pump}}$ increases.

![Graph showing tunability of output spectrum](image)

**Figure 6.6** The Ti:sapphire laser (Tsunami) was tuned from 801.5nm to 852.5nm while the power coupled into the fiber was maintained around 50mW. The pulse length hasn’t been measured for each cases assuming that they didn’t change significantly from the previous measured value 114 fs.
Tunability by changing the pump power

It was also possible to tune the output spectrum by changing the power coupled into the fiber, or equivalently the peak power in the fiber. The pump power was controlled simply by using a half-wave plate and a polarizing beam splitter (PBS), while the coupling efficiency was maintained so that the peak power in the fiber is proportional to the incident pump power. It has been observed as shown in Fig. 6.7 that the frequency shift increases with the increasing pump power. At the same time, the shape of the spectrum also changes appreciably.

![Figure 6.7](image)

The pump power was changed from 33mW to 91mW while the coupling efficiency is maintained. The pump wavelength was centered and fixed at 806.8nm. The major peak moves further into the IR region (from 1050nm to 1116nm) with increasing pump power.

The spectral data shown in Fig. 6.7 is slightly noisy because the output beam was intentionally not focused for the fiber coupling to the spectrum analyzer so that a constant coupling efficiency can be obtained over the wide range of spectrum.

6.2.4 Different state of polarization (SOP) for different part of the spectrum

Although an ideal fiber with perfect cylindrical symmetry must have the identical refractive indices $n_x$ and $n_y$ for two orthogonally polarized modes, all fibers in practice have some modal birefringence ($n_x \neq n_y$) because of unintentional variation of the core shape and anisotropic tensions along the fiber [27]. Thus, the state of polarization (SOP) of light propagating in fibers is generally elliptical. Furthermore, when ultrashort pulses propagate in a fiber, the SOP can be different for different parts of the pulse and spectrum due to the nonlinear birefringence in the fiber.
Indeed, it has been observed that the shape of the spectrum after passing through a polarizer changes periodically along the rotation of the polarizer axis (Fig. 6.8). This is a strong evidence that a different part of the spectrum has a different SOP.

Setting the angle of the polarizer axis to zero when the power transmission was maximum, the ratio between the height of the two peaks changed when I rotated the polarizer axis up to 90° as shown in Figure 6.8 (a) and (b). This can be understood as follows: the SOP of light propagating in the fiber is generally elliptical due to the random residual birefringence. Since the birefringence is nonlinear, SOP can be different for each part of the spectrum. If we assume two elliptical SOPs with different eccentricities like ones in Fig 6.8, the change of the transmittance for each SOP when rotating the polarizer axis will not be the same with respect to each other.
6.2.5 Instability of the output power and the output spectrum

It was often found that the output power and output spectrum change appreciably during the long term measurements. The reason for both can be attributed to the change of the fiber coupling efficiency, but the reason for the coupling efficiency drop hasn’t been clearly confirmed yet. A slight beam shift from the Ti:sapphire laser is the most probable scenario because a sub-micrometer beam shift can significantly affect the coupling efficiency due to the very small core diameter (1.4μm).

![Graph of normalized power vs wavelength]

Measured at 3:11pm
Maximum power: 2.46mW

Measured at 6:14pm
Maximum power: 1.40mW

Figure 6.9 The supercontinuum output spectrum after passing through the LPF at 1000nm and the SPF at 1050nm (a) measured at 3:11pm, (b) measured at 6:14pm

Figure 6.9 shows one record of this instability. The output power and the spectrum after passing through the long pass filter (LPF) at 1000nm and the short pass filter (SPF) at 1050nm was measured twice: at 3:11pm and 3 hours later at 6:14pm without touching any part of the system. After the 3 hours, the power drop was as big as 43%, and the spectrum has shifted approximately 5nm towards the shorter wavelength.

To quantify the instability of the fiber coupling between the Ti:sapphire laser and the supercontinuum fiber, the coupling efficiency drop was measured as a function of time (Fig. 6.10). This measurement was conducted 10 hours after the Ti:sapphire laser started the operation. Thus one may conclude that the system was stabilized.
Figure 6.10  The center wavelength of the pump laser was centered at 806.8nm during the measurement. The pump power 249mW was also fixed during the measurement. When the measurement was started, the output power was 91mW. After 127 minutes, the output power dropped to 80mW. The fluctuation of the coupling efficiency was calculated as \[ \frac{100\% \times \text{standard deviation}}{\text{average coupling efficiency}} = 0.75\% \].

As shown in Fig. 6.10, the coupling efficiency has dropped as much as 4.42%. This absolute difference corresponds to 12.1% relative to the initial value.

The Fig 6.9 and the Fig 6.10 are, in fact, only the examples of the instability in using the supercontinuum fiber as a light source. The results can vary, depending on e.g. the pump power, the initial coupling efficiency, or the condition of the pump laser.

One could try an active beam stabilization system to maintain a constant coupling efficiency to the supercontinuum fiber. In my setup, however, the setup had a limited space, implementation of the active beam stabilization system was not feasible.

In chapter 7, this fluctuation in the output power and the spectrum will explain the measurement errors which is bigger than the error expected from the vertical memory in the oscilloscope.
In the previous chapter, I presented the implementation of the supercontinuum fiber as a light source and its characterization. Using the supercontinuum fiber as a light source, I built an interferometric setup to measure the nonlinear reflectivity of SESAMs. This SESAM characterization setup will be explained in this chapter, including how to align it and how to calibrate. The reflectivity of a commercial SESAM device \cite{28} has been measured as a function of incident fluence, and the result will be presented in this chapter. I will also evaluate the data by fitting them to the model equation Eq.(5.2) to determine the SESAM parameters. Lastly, some limitations due to the supercontinuum fiber used as the light source will be discussed.

7.1 SESAM characterization setup

I have implemented the SESAM characterization setup based on the one in \cite{9}. As shown in Fig. 7.1, the beam is incident on an attenuator followed by a long pass filter (LPF). At the LPF, the visible part (<1\,\mu m) of the spectrum (Fig. 6.4 (a)) is removed leaving the NIR part (>1\,\mu m). The NIR part of the beam is split into two arms at the beam splitter (BS). SESAM and a High Reflection (HR) mirror are positioned at each arms, respectively, with normal incidence of the signals. A low-cost metallic silver mirror can be employed as the HR mirror. The reflectivity of the SESAM is obtained by measuring the responses from both arms and calculating the ratio between them. Although the setup looks similar to the Michelson interferometer, this reflectivity measurement is not exploiting any concept of interference because the signals from the two arms are periodically separated in time by a chopper. This setup is simpler compared to the one \cite{17} where the signals are separated in space. In the latter case, two detectors are needed to measure both signals (i.e. incident and reflected) simultaneously, and a calibration of them is required.

![Figure 7.1 A schematic description for the SESAM characterization setup. The optical elements are slightly tilted to keep the back reflection from the detector.](image1)

![Figure 7.2 The SESAM characterization setup. The reflectivity of the SESAM is obtained by measuring the responses from both arms and the ratio between them.](image2)
The supercontinuum fiber is used as a light source, which is described in the chapter 6. The maximum output power around 91mW right after the fiber has been achieved. It is first limited by the damage threshold of the fiber as discussed in section 6.1. After collimation and passing through the long pass filter followed by a few optical elements such as the attenuator, the beam splitter, and the lens, the actual maximum power incident on the SESAM is around 8mW at the best. Since the maximum incident power is limited, it is necessary to focus the beam tight on the SESAM surface. The required spot size at the beam waist to achieve a certain fluence can be calculated as follows:

\[
Pulse \text{ Fluence} = \frac{\text{Incident Average Power}}{\text{Repetition Rate}} \times \frac{1}{\text{Beam Spot Size}} \tag{7.1}
\]

To achieve the fluence of 100\(\mu\)J/cm\(^2\) with the maximum incident power of 8mW, the required beam radius is calculated as:

\[
\text{radius} = \frac{1}{\pi} \times \frac{8\text{mW}}{76\text{MHz}} \times \frac{1}{100\mu\text{J/cm}^2} = 5.79\mu\text{m} \tag{7.2}
\]

Similarly, to achieve 1000\(\mu\)J/cm\(^2\), the beam has to be focused down to:

\[
\text{radius} = \frac{1}{\pi} \times \frac{8\text{mW}}{76\text{MHz}} \times \frac{1}{1000\mu\text{J/cm}^2} = 1.83\mu\text{m} \tag{7.3}
\]

As shown in Fig 7.1, the SESAM arm is designed to be much longer than the HR arm to increase the divergence of the sample beam in the SESAM arm. This typically results in a smaller beam waist area after the lens. This is how I focused the beam tightly on the SESAM. The beam radius 3 \(\pm\) 0.7\(\mu\)m has been achieved using an aspherical lens with 7.5mm focal length. As the beam is focused tighter, however, the precise estimation of the beam spot size becomes even harder than focusing itself. This will be discussed in the section 7.4.

For an attenuator, a graded neutral density filter without beam translation is the best. The attenuators based on polarization filtering optics are not suitable in our case because the supercontinuum fiber is not polarization-maintaining, i.e. the polarization state after the fiber usually varies randomly during the measurement.

After the attenuator, the beam passes through a long pass filter (LPF) where the cut-off wavelength is 1\(\mu\)m. The NIR part of the beam continues propagating and then splits into two arms at a beam splitter. A chopper rotating with a frequency around 99Hz is positioned right behind the beam splitter. Position and tilted angle of the chopper is adjusted so that one cycle of the rotation produces four different states of measurements as shown in Fig. 7.3 (a). First, the chopper blocks both beams. Only the background noise level will be measured in this case. Second, the chopper blocks the reference beam to the HR mirror. The response from the SESAM and noise will be measured. Third, the chopper doesn’t block any beam. Both beams with the background noise will be measured. This level is useful for checking the linearity of the detector. Lastly, the chopper blocks the beam incident on the SESAM. The reference response from the HR mirror and the background noise will be measured.
Figure 7.3 (a) The trace of the signals on the oscilloscope during 2 cycles of the chopper. A and B are the magnitude of the responses from the SESAM and HR mirrors subtracted by the noise level 1, respectively.

(b) The chopper is positioned right behind the beam splitter. One cycle of the chopper produces four different states of measurements as shown in Fig. 7.3 (a).

I use a slow detector with a large sensitive area (50mm²). Since the vertical resolution in oscilloscope is limited by the vertical memory (9bits) and its internal noise, the electric signal is amplified 10 times in a differential amplifier before the oscilloscope to increase the practical resolution 10 times. The absolute gain and the offset have no influence on the reflectivity measurement because only one detector is employed for detecting both signals from HR and SESAM. The acquisition mode in the oscilloscope was set to be averaging the signals over 500 envelopes. The mean value for each flat part in Fig. 7.3 (a) is taken as the final data. Although the vertical memory can be extended up to 16 bit for the high precision mode, it was not yet employed because an averaging is necessary to average out the noise. But a combination of the high precision and averaging mode is considered to be possible via GPIB control with the LabVIEW. This has not been implemented yet, but planned as a future work.

The models of the devices used in the setup are as follows:

<table>
<thead>
<tr>
<th>Device</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compensated ND Filter</td>
<td>Newport 925B</td>
</tr>
<tr>
<td>Detector</td>
<td>Centronic OSD 50-5</td>
</tr>
<tr>
<td>Power-meter</td>
<td>MELLES GRIOT 13PEM001</td>
</tr>
<tr>
<td>Pre-amplifier</td>
<td>Lecroy DA1855A</td>
</tr>
<tr>
<td>Oscilloscope</td>
<td>Tektronix TDS 520D</td>
</tr>
</tbody>
</table>
7.2 Alignment and calibration
In this section, the alignment of the setup after the supercontinuum fiber will be explained. I will discuss how to calibrate the system when either a polarizing or a non-polarizing beam splitter is employed.

7.2.1 Alignment
The microscope objective for the collimation is positioned in such a way that the focus of the reference beam lies on the HR mirror. In this case the incident and reflected beams are well overlapped in position and divergence, which can be checked using a thin glass piece. During the alignment, a CCD is positioned instead of a detector. The beam profile can be checked with a CCD to minimize the aberration by adjusting the microscope objective laterally.

Now working on the SESAM arm, the sample beam is aligned parallel to the optics table, and a translational stage is inserted with a lens on it. After fixing the translational stage, one can find the lens position so that the incident beam is hitting in the middle of the lens with the normal incidence. And then the lens is removed by moving the translational stage. Now, the SESAM is positioned right after the translational stage. Using an aperture and the back-reflection from the SESAM, one can adjust the SESAM perpendicular to the incident beam. The lens is inserted back again by moving back the translational stage, adjusting it with respect to the aperture. Now, the lens is moved along the beam propagation direction to locate the beam waist at the SESAM surface. When the both beams are focused onto the SESAM and the HR mirror respectively, the q parameters of the two beams in the detection arm should be the same, so are the images on CCD.

7.2.2. Calibration
Using another HR mirror at the SESAM position, one can calibrate the system. In an ideal case, the reflectivity measured using two identical HR mirrors should result in 1, independent of the incident fluence. In practice, however, each arm has different amount of losses due to e.g. the lens in the one arm. The system should be calibrated to take them into account as follows:

\[ C \equiv \frac{B_{HR}}{A_{HR}} \quad (7.4) \]

where A and B are the magnitudes of the signal after subtracting the noise level as shown in Fig 7.3 (a). The calibrated reflectivity of SESAM can be calculated as follows:

\[ R_{SESAM} = R_{HR} \times C \times \frac{A_{SESAM}}{B_{HR}} \quad (7.5) \]

where \( R_{HR} \) is the reflectivity of the silver mirror in this case, which is about 99% around the operation wavelength 1040nm.
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When a piece of glass is used for the beam splitter (Fig. 7.4), there is an additional calibration factor which depends on the polarization of the incident light.

![Diagram of SESAM HR Detector](image)

Figure 7.4 A glass (CaF$_2$) piece used as a beam splitter. The reflection and refraction via the Stokes treatment introduce the additional calibration factor which depends on the polarization of the incident light.

Because the Fresnel coefficients are polarization-dependent, this polarization dependency can be calculated using Stockes Relations [29] as follows.

Calibration factor:  

$$C_{\text{polarization}} = \frac{B_{\text{HR}}}{A_{\text{HR}}} \propto \frac{|r \ t \ t'|^2}{|t \ t' r' t'^*|^2} = \frac{1}{|t \ t'|^2} = \frac{1}{1 - r^2}$$  \hspace{1cm} (7.6)  

where the Fresnel coefficients $r$ and $t$ are the amplitude reflection and transmission coefficients, respectively, for a light incident from air to the glass. $r'$ and $t'$ are the same coefficients as $r$ and $t$, respectively, but for a light incident from the glass inside.

Similarly, whenever the beam splitter is polarization sensitive, there is always some additional calibration factor similar to Eq.(7.6). This is the reason that we have to use non-polarizing beam splitter when the polarization state is not stable.

The incident fluence must be proportional to $B_{\text{HR}}$, i.e. the voltage of the response from the HR arm subtracted by the noise level.

$$\text{Incident fluence} \propto B_{\text{HR}}$$  \hspace{1cm} (7.7)

One can calculate the coefficient of the proportionality in Eq.(7.7) by a linear fitting between $B_{\text{HR}}$ and the incident power measured by a power meter.

![Graph of BHR vs Incident Power](image)

Figure 7.5 The incident fluence was corrected by a linear fitting between $B_{\text{HR}}$ and the incident power measured by a power meter.
7.3 Results and Discussion

In the measurements in this thesis, the commercial quantum well (QW) SESAM device from BATOP [29] has been employed to demonstrate the SESAM characterization setup I have built. It is expected to be easier to see the saturation behavior with the QW SESAM, because it typically has a bigger modulation depth than that of a quantum dot (QD) SESAM.

The linear reflectivity given in the product data sheet is presented in Fig. 7.6.

![Low intensity spectral reflectance](image)

**Figure 7.6** Low intensity linear reflectivity curve of the commercial Batop SESAM. The graph is given in the data sheet.

Using this SESAM, the setup described in the previous sections has been tested. In Fig. 7.7, I first present the result after the measurement using the piece of glass (CaF$_2$) as a beam splitter (Fig. 7.4). The glass piece was originally preferred because it allowed a higher maximum power incident on the SESAM due to the high transmission/reflection ratio.

![Nonlinear reflectivity measurement](image)

**Figure 7.7** Nonlinear reflectivity measurement conducted using a glass piece as a beam splitter. A large modulation due to the unstable polarization state is observed.
In this case, the attenuator can be implemented using two polarizers which have a flat spectral response. The result is presented in Fig. 7.7 where the large modulation is obviously not a typical saturation behavior of the SESAM. After the discussion and the observation presented in chapter 6, I conclude that this result must originate from the supercontinuum fiber which is not polarization-maintaining. Since the fiber is not polarization-maintaining, the state of polarization (SOP) can easily change by slight changes in the coupling efficiency or changes even in the temperature inside the fiber. This nonlinear polarization rotation will change the calibration factor in Eq.(7.6), which results in the big modulation in Fig. 7.7. Thus, it was required to use non-polarizing beam splitter for a polarization-insensitive measurement.

Using the same QW SESAM, I conducted the same measurement but with a non-polarizing beam splitter. In this case, a compensated ND filter [30] was employed as an attenuator. It is important that the attenuator does not change the beam profile and beam propagation direction, which may cause serious errors in the result. The result is presented in Fig. 7.8. The maximum achievable pulse fluence was around 230$\mu$J/cm$^2$ when the beam radius was focused down to 3$\mu$m onto the SESAM.

![Figure 7.8 Nonlinear reflectivity measurement conducted using a non-polarizing beam splitter. The maximum pulse fluence was around 230$\mu$J/cm$^2$ with the beam radius around 3$\mu$m on the SESAM surface.](image)

Fig. 7.8 doesn’t exhibit error bars because there are several potential error sources which are difficult to be estimated. Thus, I will exhibit the standard deviation of the data with respect to the fitting function as a measure of the precision in this measurement. Since the incident pulse duration estimated to be approximately 74 fs is much shorter than the relaxation time of the quantum well (~ picoseconds), the data shown in Fig. 7.8 can be fitted to the simple model function in Eq.(5.2) with an additional factor exp$(-F_p/F_2)$ due to the induced absorption such as TPA:

$$R(F_p) = R_{ns} \frac{\ln(1 + \frac{R_{lim}}{R_{ns}} (e^{F_p/F_{sat}} - 1))}{F_p/F_{sat}} \exp(-F_p/F_2)$$

(7.8)
The least square method was used in writing the fitting code in Matlab.

Figure 7.9 The data in Figure 7.8 is fitted to the simple model function in Eq.(5.2). The maximum achievable fluence is not high enough to determine the exact saturation behavior. Only two possible examples (solid and dashed line pairs) are presented in this figure. The red line is for two photon absorption (TPA) taken into account, while the blue line is without TPA.

As illustrated in Fig. 7.9, unfortunately, the maximum achievable fluence is not high enough to determine the exact saturation behavior. The results depends on the seed parameters to start with, or the allowed intervals of the parameters. I present only two examples in Fig 7.9 which are the solid line pair and the dashed line pair.

<table>
<thead>
<tr>
<th></th>
<th>Solid line pair in Fig. 7.9.</th>
<th>Dashed line pair in Fig. 7.9.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta R$</td>
<td>2.88%</td>
<td>2.32%</td>
</tr>
<tr>
<td>$\Delta R_{ns}$</td>
<td>5.50%</td>
<td>6.10%</td>
</tr>
<tr>
<td>$F_S$</td>
<td>90.8μJ/cm$^2$</td>
<td>63.7μJ/cm$^2$</td>
</tr>
<tr>
<td>error</td>
<td>0.065%</td>
<td>0.068%</td>
</tr>
</tbody>
</table>

Table 7.1 The SESAM parameters extracted by the fittings in Fig. 7.9.

According to [9] and [17], the pulse fluence of more than 10 times $F_S$ is required for a reliable parameter extraction. Furthermore, fluence of up to 50 times $F_S$ can be required when there is a strong TPA. If the $F_S$ of our QW SESAM is around e.g. 60μJ/cm$^2$, then fluence higher than 600μJ/cm$^2$ is required to obtain a precise parameter extraction. As shown in Fig. 7.8, the maximum achievable fluence in our setup was only around 230μJ/cm$^2$ with the beam radius as small as 3μm at the beam waist. Thus, I can only conclude that the ranges in Table 7.2 are obtained when I limit the modulation depth $\Delta R$ smaller than 3%, which is a reasonable limit according the linear reflectivity curve in Fig. 7.6, and the error less than 0.1%.
The fitting parameter | Range of the fitting parameter
--- | ---
\(\Delta R\) | 2.1\% < \(\Delta R\) < 3\%
\(\Delta R_{ns}\) | 5.4\% < \(\Delta R_{ns}\) < 6.4\%
\(F_S\) | 43\(\mu J/cm^2\) < \(F_S\) < 94\(\mu J/cm^2\)

Standard Deviation (S.D.) | 0.06\% < S.D. < 0.08\%

Table 7.2 A rough estimation of the parameters ranges after fittings with a reasonable allowed interval of the parameter, i.e. \(\Delta R<3\%\), and the error<0.1%. The condition ‘\(\Delta R<3\%\)’ offers the upper limit of \(F_S\), while the condition ‘error<0.1\%’ gives the lower limit of \(F_S\).

In any case, non-saturable loss \(\Delta R_{ns}\) measured seems particularly big (see Table 7.2). This is a reasonable result since the spectrum of the pulse in Fig 6.4 (c) reaches beyond the high reflection band (1010\(nm\) < \(\lambda\) < 1090\(nm\)) of the SESAM shown in Fig. 7.6. This part of the spectrum beyond the high reflection band will mostly pass through the SESAM device, but it will still be reflected at the HR mirror. Since the reflectivity of the SESAM is obtained by measuring the responses from both arms and the ratio between them, this residual transmission at SESAM will result in the reflectivity drops.

The standard deviation presented in table 7.1 is around 0.065\%. This is bigger than the value (0.02\%) expected from the pre-amplifier gain (10 \(\times\)) and the vertical memory (9 bits) in the oscilloscope. This is attributed to the slight change in the spectrum during the measurement as discussed in the section 6.2.5. It was reported as an example in Fig. 6.9 that the output spectrum shifted 5nm to the left during 3 hours. Since the reflectivity change along wavelength shifts is as big as \(dR/d\lambda \approx \pm 0.1nm^{-1}\) in Fig. 7.6, the 5nm spectrum shift can cause 0.5\% change in the reflectivity. But notice that the precision I obtained (~0.065\%) is an order of magnitude smaller than 0.5\%. There are two possible reasons for this. First, it is because the error can be averaged out due to the wide spectrum of the pulse with the combination of the symmetric shape of the reflectivity curve. The reflectivity curve in Fig. 7.6. is symmetric against the axis at 1053nm, but the sign of \(dR/d\lambda\) is the opposite to each other. The pulse spectrum shown in 6.4 (c) is wide enough to cover the whole symmetric part of the reflectivity curve, the reflectivity change can be significantly averaged out even when the pulse spectrum moves several nanometers in any directions. And secondly, if the reflectivity change is consistently slow and gradual in one direction, it may result in a wrong fitting curve with a small standard deviation. Based on this discussion, we can estimate the desired stability of the spectrum from the light source. If we neglect the possibility for the errors averaged out due the wide spectrum, the spectrum from the light source should not shift more than 0.2\(nm\) during the measurement to achieve the aimed precision of 0.02\% (=0.2\(nm\) \(\times\) 0.1\(nm^{-1}\)).

Meanwhile, it has been also observed that a slight change in the reflectivity occurred when the vertical scale of oscilloscope was changed during the measurement. The reason is uncertain, but most probably is related to calibration errors of the oscilloscope. The small bump around 80\(\mu J/cm^2\) in Fig 7.8 corresponds to this case.
7.4 Limitations

Although the limitations encountered in the measurement were mentioned in the previous sections, I will highlight those limitations again in this section as they are important issues for the continuation of this project. Most of the limitations are considered to be originating from the supercontinuum fiber used as the light source.

The output power from the supercontinuum fiber is essentially limited because the operation regime was preferred to stay far from the possible damage threshold of the photonic crystal fiber as discussed in section 6.1. Furthermore, roughly more than 70% of the output power corresponds to the visible part of the spectrum, this part is filtered away leaving only 30% of the output power for our measurements. This results in a limitation on the maximum achievable pulse fluence. Even when the beam radius was managed down to 3μm, the maximum fluence achieved was only around 230μJ/cm² for the maximum incident power of 6.1mW. The required maximum fluence estimated in the previous section for a reliable parameter extraction was at least ~600μJ/cm².

It should also be pointed out that the precise estimation of the beam spot size using the knife edge method becomes challenging when the beam was focused very hard down to the beam radius of 3μm. The standard deviation of the beam size measurement was as big as 0.7μm in the Rayleigh range when it was fitted to the generalized Gaussian beam in Eq.(7.9).

\[
\omega_G(z) = \omega_{G0} \sqrt{1 + \left( \frac{M^2 \lambda}{\pi \omega_{G0}^2 z} \right)^2}
\]  

(7.9)

Although the 0.7μm measurement error is reasonable in the knife edge method, which can be caused by the aberrations and the limited precision in the translational stage, it results in a huge percentage error (22%) at the beam waist because the beam spot size at the waist is very small in this case. Even though this error is completely independent of other measurement errors, 60% error in the estimation of the beam spot area will result in 60% error in the saturation fluence. Therefore, the precision of the beam size measurement has to be improved, or the beam spot size should be increased for a better precision.

![Figure 7.10](image)

Figure 7.10 The beam size measurement using the knife edge method. The \(M^2\) factor obtained from the fitting was approximately 2.11.
If we increase the beam spot size up to e.g. 5μm for a better precision, the beam spot area will increase 25/9 times, then 25/9 times higher incident power is required to maintain the same pulse fluence. In this case, to achieve the pulse fluence 600μJ/cm² in the previous discussion, the maximum achievable incident power (6.1mW) will have to be increased up to 45mW at least. If the 50:50 beam splitter is taken into account, output power of 90mW is required from the light source.

The unstable fiber coupling is also a serious problem for the precise measurement. A slight change of the coupling efficiency at the supercontinuum fiber was observed every time the measurement was conducted. This is most probably due to a slight shift of the pump beam from the Ti:sapphire laser. This slight change of the coupling efficiency brings about the spectrum shift. This can cause a serious error since the spectral response of the SESAM is typically not flat as shown in Fig 7.6. This was more specifically discussed in the previous section 7.3.
Chapter 8

CONCLUSION AND FUTURE WORKS

8.1 Conclusion

In conclusion, I have built a reliable simulation tool to design SESAM devices, and presented two novel SESAM structures: the tailored GDD anti-resonant-like SESAM device, which is a compromised solution to have all the advantages of both resonant and anti-resonant structures over reasonably wide operation bandwidth, and anti-resonant QD SESAM variable to partly resonant by depositing SiO$_2$, which can be a solution to adjust the SESAM parameters for a particular laser design. I have also developed a simulation tool for the direct calculation of the nonlinear saturation behavior of SESAMs, which can take into account the actual saturation behavior of fast absorbers as well as the standing wave effects and the shape of the incident pulses.

In the experiments, I have shown the implementation of a supercontinuum fiber pumped by the existing Ti:sapphire laser, characterizing its tunable spectrum and random polarization states. Using this fiber as a light source, I have built the SESAM characterization setup to measure the nonlinear reflectivity of the SESAM, showing the alignment, calibration, and fitting capabilities. The data obtained, however, showed that a stable light source with higher power is necessary for a reliable parameter extraction and a better precision of the measurement. More specifically, the spectrum of the light source should not shift more than 0.2nm to achieve the aimed precision 0.02%, while the output power higher than 90mW is required.

8.2 Future works

The simulation tool has been designed only for the normal incidence of the beam. This will be improved to include a possibility for the tilted incident light with a certain polarization.

We will find and try more reliable light sources rather than the supercontinuum photonic crystal fiber.

Automation in the SESAM characterization will be implemented. The data will be read by a computer via a GPIB connection to the oscilloscope. In this case, the data will be acquired in the high precision mode with the bigger vertical memory in the oscilloscope, and the averaging will be conducted in the computer using the LabVIEW program to average out the background noises.

A Pump and Probe experiment will be conducted to measure the bi-temporal relaxation time constants of the SESAM.
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